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Abstract

The high performance requirements defined by thermational Telecommunication Union (ITU)
for next generation wireless networks, and the exaeasing customers demand for new advanced
services, pose great challenges to operators #vat &iso to take care of their revenues. A possible
solution that in the last years has received padrdnterest, is the adoption of low-power and-{ow
cost base stations, named Femtocells, to be uskdcal Area Deployments such as offices and
homes, serving only a few users. This new trengépssme problems, the most relevant being the
Inter-Cell Interference (ICl) management, that iscanario with uncoordinated deployment of base
stations, such as in Local Area Deployment sceraie supposed to be, become even trickier than
in macro cellular networks. In order to face thé p@blem, one promising solution is the adoption
of the Self-Organizing Networks (SON) concept, timaparticular should be applied to the Radio
Resource Management (RRM) functionalities, in otdeallow the base stations to autonomously

change their behavior and parameters accordinganges in the surrounding environment.

This thesis proposes an algorithm for downlink srarssions ICI management in a Self-Optimized
fashion. In particular it is composed by a FlexiBlgectrum Usage (FSU) mechanism, that allows
neighboring cells to coexist and share common sp@&cpool in a flexible manner, and a Power
Control mechanism that principally aims to limitettglobal ICI level and guarantee good
performance even to users in bad conditions, wdtlg@eving high global performance. Moreover
the proposed algorithm adopts also a Self-Configugapability, that allows autonomous initial

spectrum selection for the base stations.
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CHAPTER 1

| ntroduction

In the recent years the world of telecommunicatibas witnessed to a radical change in what the
concept of mobile phone is. At the beginning it v8agen only as an incredible object that allowed
people to communicate with everyone else in thddyevithout being connected to a wall. Today

the number of functionalities and services requirggheople using a mobile phone is rising day by
day, and these services are always farther away ie initial concept of mobile phone. The nature
of the new services is driving the most relevardgnge in telecommunication networks, that is the
kind of traffic required, which is shifting from i to data. Moreover these services, like music,
video and even the simple internet browsing, regair amount of network resources considerably

higher than a simple traditional voice call.

By a recent study conducted by Cisco [1], thatdasts the evolution of the global mobile traffic,
considering not only mobile phones, but also laptapd other mobile devices, it results that mobile
data traffic will double every years until 2014 (@pound Annual Growth Rate (CAGR) of 108%),
with a 39-fold increase between 2009 to 2014. Adicgy to Cisco forecast video will be the major

responsible for traffic growth as shown in figuré.1

TB per Month 108% CAGR 2009-2014

3,600,000 ;x & Mobile VoIP
8% B Mobile Gaming
17% B Mobile P2P
B Mobile Web/Data

1,800,000 B Mobile Video

66%

2009 2010 2011 2012 2013 2014

Source: Ciscc VNI Mobile, 20010

Figure 1.1: Different Services Contribution to thata Traffic Growth, from 2009 to 2014 [1].

-1-



This outstanding growth has been driven by sevia@brs. The first is doubtless a technology
factor. The availability of relatively low cost dees, with a lot of functionalities invited peopte
experience the new services offered by these deviMereover the introduction of High Speed
Packet Access (HSPA) technology allowed the netsddk support the new services and their
increasing traffic requirements. Another factortthas contributed to the expansion of mobile data
services is the innovative tariffing approach basedlat-rate tariffs. Fixed-fee, unlimited dataeus
is largely the most preferred tariffing model by bile users. The last boosting factor is the
customer expectations and requirements, that aomisly rise as new services are offered. What
final users expect from mobile broadband servisesdt only a high quality (high speed, low
latency and availability) but also ubiquity (anywdeanytime, on any device), simple network

connectivity, flexibility and customization.

The shift from voice to data requires a new appgraametworks design. First of all the enormous
requirement of data is exhausting the availablevost capacity, so the existing networks need to
be upgraded, in order to offer higher capacityhbigdata speed and reduced cost per bit for the
operators. The latter one is a great challengeniaiile operators, since consumers are not willing
to pay as much as they consume in term of bandysdthihey prefer flat-rate subscription tariffs,
and the revenues for operators do not grow lineaitly the amount of traffic offered [2]. Thus the
cost per bit has to be reduced. Moreover next gdioernetworks need to be all-IP networks, with
flat architecture without circuit switched domaemd have to behave in a dynamic way, self-

adapting to changes in users demand and behavior.

1.1 3GPP-LongTerm Evolution (LTE)

The first step toward the accomplishment of a netvable to afford the increasing demand of data
traffic, introduced by % Generation Partnership Project (3GPP), was HSF8PAdenhanced the

final user experience delivering fast connectidog, latency and high capacity. Moreover HSPA
was backward compatible with Wideband Code Dividituitiple Access (WCDMA) system such

as Universal Mobile Telecommunication System (UMT&lpowing operators to take advantage of
the investments on WCDMA. Despite HSPA, togethehvurther enhancements such as HSPA+,
which reduces the cost per bit, was envisionedetcdmpetitive for several more years, a new
approach was needed to face to the impressive whbfrdata traffic growth expected for the next

years.



In order to face the requirements of the new apro@GPP has introduced Long Term Evolution
(LTE) system. LTE is an all-IP network system based TCP/IP protocol, the core internet
protocol, with a full packet switched model. LTEMgs several advantages for both final users,
through performance improvement augmenting useergxpce, and operator through reduced cost
per bit thanks to a higher spectrum efficiency. 8taer LTE can co-exist with WCDMA systems
and is backward compatible with both 3GPP and reRB systems, guaranteeing to operators the
possibility of a smooth adoption of LTE, while conting to use their previous technologies.

Another key feature of LTE is the adoption of S@hganizing Network (SON) paradigm. With
SON is intended a network containing equipments &bkense the surrounding environment and to
adapt their behavior as a consequence. The useelbbrganizing techniques reduces the
operational costs for operators, through the autiomaof several functionalities that can avoid
manual operations, such as configuration, optiromnaind recovering. Moreover the automation of
these operations improves the flexibility of thewwnark, that can quickly and autonomously react to
changes in the system.

An increasing interest has been directed to théogieyent of pico and femto-cells, which are cells
with really limited coverage area, that aims avsg a small number of users located nearby the
base station. The use of small size cells is pdaily thought for scenarios like indoor home or
office scenarios, or either hot-spots with a patic concentration of people demanding access to

the network, such as shopping malls or airports.

1.2 Thesis Scope

In wireless networks the limited availability ofesgirum resource leads to the necessity for sharing
the bandwidth between different cells and userss tleading to the most performance limiting
factor that is the interference, which can be cduse transmissions in the same cell (intra-cell
interference) or by transmissions occurring inaumding cells (inter-cell interference). In LTE the
presence of intra-cell interference is avoided amof Orthogonal Frequency Division Multiple
Access (OFDMA) access scheme, so the attentiomohias addressed to the inter-cell interference.
Radio Resource Management (RRM) functionalitiesn@bjective is to optimize the resource
utilization and provide final users with high parfaance, while trying to limit the interference

created to other cells.



In cellular networks, the base stations are planegre-planned positions, and the assignment of
spectrum to cells is done in a way that the intdriaterference is minimized. But if we consider a

Local Area Network where the final users have tasspbility to have their own base stations, and
place them wherever they want, a pre-planned solusi no longer possible. This is one of the most
relevant problems related to the use of femtoc#lliso prediction can be made on the position or
the number of the base stations present in a neatai, it is not possible to pre-plan the res@urce
assignment to cells. So an autonomous mechanisentatdelf-organize itself to the surrounding

conditions is needed, but not only, it needs ats@uto-adapt and self-optimize to the system
changes (e.g. users or base stations can enteaws the system), always trying to limit the inter-

cell interference while maintaining good performanm order to do so, an algorithm that allows

the base stations to manage the spectrum in dlkexianner is required.

This thesis proposes a Flexible Spectrum Usage X@&jdrithm, for downlink transmissions, that
aims at limiting the inter-cell interference in lad@Area Deployments. Moreover the proposed FSU
algorithm allows base stations to select their gspat autonomously without any planning and to
autonomously react to changes in the system inlfeoigmnizing manner. The scope of this
algorithm is not only to achieve high global penfiance, but also to guarantee good performance to
users in bad conditions through the use of a g#iffrozed power control mechanism. Both the
functionalities considered in this thesis, spectasaignment and usage and power control, belong

to Radio Resource Management functionalities.

Finally how the performance of the proposed albaritcan be enhanced by means of a slightly
more sophisticated scheduling than simple RoundirRbhas been analyzed, even if it does not

behave in a self-optimized manner.

1.3 ThesisOutline

Chapter 2 provides the theoretical background abwmtlL.TE and LTE-A systems. In particular a
brief description of the network architecture, mdiccess scheme (OFDMA), power control and
scheduling techniques is presented. Moreover tlobnteal and economical advantages and
disadvantages of Local Area Deployments are discussgether with the introduction to Self-

Organizing Networks (SON).



In Chapter 3 a description of related works onrietl interference coordination in macro cellular

networks and local area networks is given.

The proposed FSU algorithm and the power contralhaeism are described in Chapter 4 together

with the explanation of the chosen parameters.

Simulations scenarios, parameters, assumptionsdatadled description of how they have been

performed are given in Chapter 5. In particulatisec5.5 and 5.6 describe the different simulations
performed, static and dynamic. The static simutati@nts to analyze the performance achievable
by the proposed algorithm comparing it with otheference schemes, while the dynamic simulation

wants to show its reaction capabilities.

Chapter 6 discusses the results obtained by thelaiions performed, and finally conclusions on

this thesis work and elements for further studresgaven in Chapter 7.



CHAPTER 2

Theoretical Background

In a multi-user and multi-cell environment with lied spectrum, an efficient utilization of the
available resources is needed. Such problem isdfdog Radio Resource Management
functionalities which are Spectrum Allocation, Pow@ontrol, Packet Scheduling, Admission
Control, Handover Control, etc. In this thesis othg Spectrum Allocation, Power Control and

some Packet Scheduling functionalities are consdier

In this chapter an overview of the LTE system igegi in particular section 2.1 describes the target
requirements given by 3GPP, the Orthogonal FrequBndsion Multiple Access (OFDMA) used
by LTE and some notions of Power Control and Padkeheduling. In section 2.2 a brief
description of LTE-Advanced (LTE-A) is given, whilgection 2.3 introduces to Local Area
Networks and femtocells, and briefly describesSkb#-Organizing Network and Flexible Spectrum
Usage concepts relatively to Local Area scenatiossection 2.4 some business aspects of the

femtocells deployment are outlined.

2.1 LTE System

As mentioned above, 3GPP has introduced LTE in rotdesupport the high traffic load
requirements of mobile services, so it aims to muprthe performance provided by 3G systems and
to guarantee the continuity of competitiveness ®fsystems for the future. LTE uses an enhanced
radio access system with respect to its predecgsadrich is called Evolved-UMTS Terrestrial
Radio Access Network (E-UTRAN). E-UTRAN is simpband more flexible than UTRAN, used in

the previous 3GPP systems, and it allows achieviglger performance of the whole system.



2.1.1 Network Architecture

The study on E-UTRAN started in 2004, where themmmaquirements such as reduced cost per bit,
increased user experience through higher capaailyraduced latency, simplified architecture,
flexibility in the use of existing and new frequgrizands have been defined. A feasibility study [3]
was started in order to certify if the LTE E-UTRAMuld fulfil certain specific requirements [4]:

* Increased peak data rate: 100 Mbps (downlink) @nifibps (uplink).

* Increased "cell edge bitrate".

» Significantly improved spectrum efficiency: 3-4 hay than Release 6 High Speed Downlink
Packet Access (HSDPA) for downlink, and 2-3 timedeRse 6 Enhanced Uplink (EUL) for
uplink direction.

* Radio Access Network (RAN) latency below 10 ms.

» Significantly reduced control plane (C-plane) latgn.e. reduced user’s state transitions time:
from camped-state (the user is attached to theamkfvibut does not exchange user data) to
active state (user actively engaged in data trasmam) in less than 100 ms, and from dormant
state (user listen to the broadcast channel binkughta transfer is not allowed) to active state
in less than 50 ms.

» Scalable bandwidth 1.25, 1.6, 2.5, 5, 10, 15 aniB@.

» Support for inter-working with existing 3G systearsd non-3GPP specified systems.

* Reduced Capital Expenditure (CAPEX) and Operati@xglenditure (OPEX).

» Cost effective migration from Release 6 UTRA radi®rface and architecture.

* Reasonable system and terminal complexity, costpamwer consumption.

» Support of further enhanced IMS and core network.

* Backwards compatibility desired, but with carefudnsideration of the trade off versus
performance and/or capability enhancements.

» Efficient support of the various types of servicespecially from the packet switched domain,

e.g. Voice over IP, Presence Services (such amningtessaging or chat).

The E-UTRAN is basically composed only by the bsts¢ions, which assume the name of evolved
Node-B (eNB). The presence of the Radio Networkttder (RNC) has been removed and most
of its functionalities, such as Radio Resource M@nzent and Control Functions, have been
moved to the eNBs. So the eNBs are directly comaeirt the core network resulting in a flatter and

simpler architecture with less number of processiodes. The eNBs are connected with each other
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by means of X2 interface. The eNBs work togetheontler to manage the radio access network

without the intervention of any external nodeshsas the RNC.

The LTE IP-based core network, called Evolved PadcBere (EPC), is an evolution of the
GSM/WCDMA core network. It is solely packet bas&te main element of the EPC is the Access
Gateway (AGW) that integrates the functions thatenmeviously performed by the Serving GPRS
Support Node (SGSN) and Gateway GPRS Support Ne@&SN). The AGW is composed by the
Mobility Management Entity (MME), which handles d¢woi functions, the Serving Gateway (S-
GW) and the Packet Data Network Gateway (P-GW) Htzatdle the user plane functions. The
comparison between the UMTS and LTE architectigahiowed in figure 2.1.

UMTS 3G: UTRAN EPC (Evolved Packet Core)
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Figure 2.1: Comparison between UTMS and LTE netwockitectures [5].

As it can be seen from the figure 2.1 [5], the abseof the RNC in the E-UTRAN allows eNBs to
communicate directly with each other and to connecthe core network by means of the S1
interface, making the architecture flatter and végn. S1 interface supports many-to-many
connections between MME/S-GW and eNBs.

The new architecture, besides supporting the LT Radio Access Network, will support legacy
GERAN and UTRAN networks, connected via their SG&Md will also provide access to
non-3GPP networks such as WiMAX that will connectite EPC through the P-GW.



2.1.2 OFDMA

The Downlink radio access scheme chosen for LTtRasOrthogonal Frequency Division Multiple
Access (OFDMA) [6]. The use of enhancement on WCDBRWIId have met the performance
goals, but it would require high processing capidsl due to the channel equalization operations
needed to compensate the high variations presdheiwide bandwidth used. Consequently these
operations cause high power consumption, resuitiren unsuitable solution for handheld mobile
devices. An Orthogonal Frequency Domain MultiplexifOFDM)-based solution, instead, can
achieve the target performance while limiting tlogvpr consumption of mobile equipments.

OFDM is a multicarrier transmission technique, dstisg in dividing the whole available
bandwidth in equal narrowband, orthogonal subchiarfii¢ Basically OFDM divides a high bitrate
data-stream into lower bitrate streams. Each onthede streams is carried in one narrowband
subchannel. Due to the lower bit rate of the subashs, each symbol has a longer duration and thus
the effect of delay spread caused by multipathnizd reduced. So if the subchannel is sufficiently
narrow each subcarrier can be considered to héla¢ fading channel, simplifying the equalization

operations.

Another problem that has to be faced by wirelestesys is the Inter-Symbol Interference (ISI),
that is caused by replicas of precedent transm#yeabol arriving while the current one is being
received. OFDM fights ISI adding a Cyclic PrefixR¥at the beginning of each symbol. The CP is
no more than the last part of the current symbplesband added at the beginning of it. Thus if the

multipath delay is smaller than the length of tHe® ISl is perceived.

OFDM can exploit the different channel conditiorishe various subchannels by differentiating the
modulation scheme adopted on each subchannel, diegesn the quality of it, this meaning that if
a subchannel has a good quality, a high order natidal scheme, and so high bitrate, can be used

and the opposite for bad quality subchannels.

A representation of the OFDM signal concept is giwvefigure 2.2 [8].



5 MHz Bandwidth

Frequency

Y

Figure 2.2: Frequency-Time Representation of an ®FBignal [8].

OFDMA is simply derived from OFDM by assigning aetsame time interval the subchannels to
different users, while in OFDM at each time intérath the bandwidth is allocated to one user. An

example is given in figure 2.3, where each colaresponds to a different user. One advantage of
OFDMA, is that the allocation of subchannels torsissan be optimized, assigning for example

each subchannel to the user currently experiermtigr quality on it (opportunistic scheduling).

OFDM [ Juser1 OFDMA
4 [ Juser2 +
User 3 i
. [Jusera -
= :
g g
z 2
o o
1 > .
Tine Time

Figure 2.3: Example of OFDM and OFDMA allocation.
In the Uplink direction (from user to base stati@ipgle Carrier — Frequency Domain Multiple

Access (SC-FDMA) is used in LTE. SC-FDMA is similer OFDMA but is better suited for

handheld devices since it requires less power copsan.
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2.1.3 OFDMAINnLTE

As said before, LTE uses OFDMA as radio accessnsehén LTE the Physical Resource Block
(PRB) is defined as the smallest resource entitytime and frequency domain. One PRB is
composed by 12 adjacent subcarriers (frequency eraad by 6 or 7 consecutive OFDM symbols
(time domain), depending on the length of the GR tan assume two values: 45 (short CP) or
16.7us (long CP). The long CP is targeted for channdéls large multipath delay spread, while the
short CP is targeted for small delay spread chani&slbcarriers are spaced A4y15 kHz between
each other, thus each OFDM symbolis1/4=66.67us long. So one PRB has a total bandwidth of
180 kHz and a duration of 0.5 ms (timeslot). Thegide modulation schemes supported are
QPSK, 16QAM and 64QAM [6].

A representation of an LTE PRB is given is figuré.2

One resource element
QPSK, 2bits
16QAM, 4bits

64QAM, Bbits Af = 15kHz

—_— —
]

One resource block
(12x7 = 84 resource elements)

T S S
S R
S SN

NSRS TN
SN e

LU T

T ) ] e e s s ) s s P [ (Y
12 sub-carriers, 180kHz

Figure 2.4: LTE Physical Resource Block based oMH9].

Basically a PRB is the minimum scheduling resolufio frequency domain, while in time domain
the minimum resolution is composed by a 1 ms fr@gwe consecutive timeslots). The choice of
taking the minimum resource unit as a group of kahoels and OFDM symbols, has been mainly
done in order to reduce the signaling overhead ditfa¢rwise would be excessive, limiting the

possibility to reach high data rates.
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2.1.4 Power Control

Power control is the mechanism that sets the tressonm power with the aim of maximizing the
desired received signals for the single users,ensiitempting to limit the interference created to
other surrounding cells. Moreover power control asiso at save power for both base stations and
users. Typically the power used on the various tspec resources in the downlink direction
depends on the user to which the base statiomnsrritting. In fact in cellular networks, with the
base stations in the middle of cells, the usersecto the serving base station (near the cell gente
will surely receive lower interference from surrding cells than users near the cell edge, so the
serving base station can use lower power for uslere to it, thus saving some energy. In the
uplink direction the users near the cell edge lagectitical ones, because they cannot use a tdo hig
power since they create too much interference tmsuoding cells, but neither a too low power,
otherwise the serving base station will not receigeeptable SINR from them.

In LTE the power control formula has been definedthe uplink direction, while for the downlink
a standardized formula has not been defined. @etaiescription of the uplink formula can be
found in [10].

In this thesis we have considered only the downtiivection, and the power control has been

considered with a different concept from the onel&xed before. In particular the proposed

algorithm provides a prioritization for each bataien to transmit on certain PRBs, and the major
aim of the power control mechanism introduced iéirtot the interference the other base stations
create on those PRBs. So the power is not condrdieesed on which user the base station is
transmitting to, but on which PRB it is transmigtiThe behavior and details of the proposed power
control mechanism will be clearer later on in cleapt, where the proposed algorithm and power
control mechanism will be described in detail.

2.1.5 Scheduling

As it has been said in paragraph 2.1.3 the mininfigguency scheduling resolution in LTE is
composed by 12 adjacent subcarriers (one PRB). gBrguhe subcarriers in PRBs reduces the
scheduling freedom so the gain obtained by an dppistic scheduling technique is reduced, but

this loss is limited due to the correlation of faglin frequency domain. In fact all the subcarriars
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one PRB have almost the same channel conditionsodineir narrow bandwidth. So grouping the
subcarriers results in minimal performance losg, dignificantly reduces signaling overhead and
scheduling complexity.

Since the appropriate assignment of PRBs to thesusan result in a significant performance
improvement, several studies have been conductedtieoscheduling techniques for LTE system,
[11], [12] and [13] to mention some. All the stuslieonsider a joint time and frequency domain
scheduler which demonstrates to achieve very higliopnance. A joint time and frequency
domain scheduler is composed by two parts, the toreain (TD) scheduler and the frequency
domain (FD) scheduler. The TD scheduler selectghvhsers have to be scheduled in each frame,
while the FD scheduler performs the opportunistitesiuling of the selected users on the available
PRBs. How the users are selected by the TD schredaote how the opportunistic assignment of
PRBs to users is performed, depend on the desbpdtve. In particular on the two scales there
are the total cell throughput and the users fagn®e a scheme that achieves particularly goodl tota
cell throughput is usually unfair from users padhtview, in particular for users in bad conditions.
In [13] the TD scheduler tries to reach a good draff, maintaining fairness between users
allocating nearly the same amount of resourcesith eser (averaged over a period of time), while
trying to allocate the spectrum to users with gebdnnel conditions in any given scheduling
interval. This scheme is known as Time Domain Pridaal Fair. A scheme realizing a joint time

and frequency domain scheduler is presented imeigwb [13].

Buffer information —‘ 4
Scheduling outcome
Link Adaptation Time Domain Users for FDM__ Frequency Domain ° -
Information J Scheduling Scheduling =
HARQ Information

A

Time domain updates

Figure 2.5: Joint Time and Frequency scheduler [13]

As it can be seen from figure 2.5 the TD schedstects the users for the Frequency Division
Multiplexing (FDM), i.e. the users to which the FBheduler has to allocate the available PRBs.
How these users are selected by the TD schedupendeon the information received by other
entities, i.e. the estimation of the supported date for each user on the different PRBs (given by

Link Adaption), information about pending retranssion (given by the Hybrid Automatic Repeat
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Request (HARQ) manager), buffer information and trevious scheduling session output
information. The latter, together with the informoat received by the Link Adaption, are used to
update the metrics associated to the users, whichsed to rank the users so that the TD scheduler
can decide those to send for the FDM. The metréxlue rank the users depend on the particular

TD scheduler implemented.

The FD scheduler also can adopt different metocalbcate the PRBs to the selected users, always
depending on the desired objective. A brief desiompof some possible solutions is given below,

whose performance comparison can be found in [13].

Round Robin

Round robin is a very simple scheduling schemeclwbinly aims to maintain the fairness between
users. The allocation starts assigning the firailalile PRB to the first user of the list passedhgy

TD scheduler, then the second PRB is assigneceteagbond user and so on until all the users have
one PRB assigned. When all the users have one RRB@Nd starts again from the first user of the
list. The allocation goes on until there are no enavailable PRBs or no more PRBs are needed by
the users. Round Robin is extremely fair, sincégassthe same number of PRBs to each user, but
as it can be understood, it does not take intoladcthe channel conditions. This is expected to

result in poor throughput performance since no oppdstic assignment is performed.

Round Robin can be used when no particular targdbpmance are required and when the main
requirement is the fairness between users, orreithen the scheduler has no information on the

channels status.

Max C/I
In this scheme each PRB is scheduled to the uaeh#s the highest SINR level on it. So the User

scheduled on the current PRB is determined aswstlo
k = argmax SINR(t)) (2.1)
Where SINR(t) is the SINR level measured by useon the current PRB at tinte This scheme

aims at maximizing the achievable throughput onheB&B, thus maximizing the total cell

throughput. Despite its obvious performance optitpathis algorithm is totally unfair, since it
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always prioritize users in good conditions, whigk aith high probability the ones close to the

eNB, while the users in worse conditions will hagelly poor performance.

Proportional Fair
The concept of this scheme is similar to the pnevione, but in this scheme users are selected for

each PRB using a different metric:
k = argmax R(t) / Ti(t)) (2.2)

WhereR(t) is the instantaneous achievable bitrate on PBythe usek at timet, andT(k) is the
average throughput of uskmntil timet. The average throughput for each user can be egast
each time interval (after all the PRBs are schetjute after each PRB is allocated. The second
solution results in a higher fairness between tbers) due to its more frequent updateT (k).
Proportional Fair scheme achieves lower performancerms of cell throughput than Max C/I
scheme, but results in higher fairness.

Dynamic Allocation [13]

This algorithm as the Round Robin does, allocate@Bdto users in a circular way. But Round
Robin schedules the current user on the first alkal PRB, without considering the quality of that
PRB for the user. Dynamic Allocation, instead, selehe available PRB on which the current
scheduled user experiences the highest SINR, awdupdate the list of available PRBs deleting
the PRB just allocated. This scheduling schemetirasame fairness as Round Robin, since the
same number of PRBs is assigned to each userchigtvas considerably higher performance, so it
gives a good trade-off between throughput perfoecaaand fairness between users. Obviously
Dynamic Allocation requires a little more complgxihan Round Robin, because the eNBs need to
know the SINR level for all the users on all theERR

2.2 LTE-Advanced (LTE-A)

Even if LTE is a promising technology for the fuieunobile networks, its performance are not yet
enough to fulfill the requirements [14] defined WYyU, for the next generation mobile
communication systems called International Mobilde€ommunications-Advanced (IMT-A). So

LTE, together with HSPA and WIMAX, cannot propethg called as 4G systems, even if they
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outperform the 3G (IMT-2000) requirements. For éhesasons someone has called HSPA as a
3.5G system and LTE as a 3.9G system, even if #ieynot official designations. The IMT-A
requirements comprise very high peak data rate @b/ for low mobility and 100 Mb/s for high
mobility users conditions, increased spectral &fficy and cell edge user throughput, support of
mobility of up to 350 km/h and 20/40 MHz bandwiditith extension to 100 MHz.

3GPP is addressing the IMT-A requirements throughewolved version of LTE called LTE-

Advanced (LTE-A). As an evolution of LTE, LTE-A h&s be backward and forward compatible
with LTE, meaning that LTE terminals will operate the new LTE-A network and LTE-A

terminals will operate in the old LTE network. Irder to fulfil to the performance requirements an
higher bandwidth of up to 100 MHz has to be used, ibh order to maintain the backward

compatibility with LTE the concept of carrier aggation has been introduced in LTE-A. Carrier
aggregation means that multiple of 20 MHz comporwamtiers can be aggregated to provide the
necessary bandwidth. Thus to an LTE device eachpooent carrier appears as an LTE catrrier,
while an LTE-A device can use all the aggregateadinédth. The aggregated component carriers
do not need necessary to be adjacent, motivatedebfact that it is not always possible to have an

available contiguous spectrum of 100 MHz.

The high performance requirements defined by ITRINGT-A systems, have arisen the interests in
considering not only technological improvements tbé previous systems, but also a new
deployment concept. A surest way to increase tktesy capacity of a wireless link is by getting
transmitter and receiver closer to each other. ®onareased interest has been directed to the
deployment of high number of small size cells aadipular care has been addressed to Local Area

Deployments such as indoor home or office [15].

2.3 Local AreaDeployments

Nowadays the wireless capacity is approximatelyraition times higher than it was 50 years ago.
This capacity increase has been achieved thanl#févent changes in the systems. In particular
25x improvement comes from the use of a wider badiitivv 5x improvement by dividing the

spectrum in smaller slices, 5x improvement thaokthé introduction of new modulation schemes,
but the greatest impact to the astonishing capacdrease is the reduction of the cells size and

transmit distance, which has contributed for a k60f8provement [16]. Moreover most of the
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wireless traffic is originated indoor. These twonsilerations are at the basis of the increased

interest in Local Area deployments.

2.3.1 Femtocell

An emerging solution for Local Area scenarios is #iiloption of femtocells. A femtocell is a small
low-power and low-cost base station meant to bdoged by final users in their habitations (or
office), thus they are also called as Home eNod¢&NB). Their goal is to provide a better indoor
coverage, and they are backhauled to the operatmt®ork through a conventional Digital
Subscriber Line (DSL) or cable broadband accesstelTare several advantages, with respect to the
usual macro cellular networks, that make femtocelteally appealing solution to both sides, final

users and companies.

* Higher capacity: the short distance between receiver and transnattews to experience a
higher SINR and so to achieve a higher capacityrelder, since femtocells are little base
stations dedicated to a small number of users, ¢haydeliver extremely high data-rate to each
user assigning to them a larger portion of bandwidth respect to the macro cellular scenario,
where each user has to share the radio resourcewatge number of other users.

* Better indoor coverage: in macrocell scenario, the wall penetration logasises poor in-
building coverage. The use of femtocells allowstds coverage in indoor environment, since
the base stations are deployed directly insiddthieling.

» Higher QoS: each HeNB can provide QoS to users in an easigr duee to the limited number
of users in each femtocell.

* Lower power consumption: due to the vicinity of transmitter and receiviee uplink required
transmit power is lower, and so the handset baliferys longer.

* Improved macrocell reliability: since the indoor traffic is absorbed by the ferstls, the
macrocell eNBs can assign their resources onlysarsunot served by a femtocell, providing

higher performance to them.

Obviously performance benefits are not the onlyrattzristic that has to be considered. A relevant
aspect that has to be studied is the economicrfagtwe the proposed solution has to be convenient
to the operators in terms of costs, otherwise theyld not be interested in it. The costs benefits o
the use of femtocells will be briefly discussedéttion 2.4.
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Despite the benefits just mentioned, some problanse with the use of femtocells. The most
critical issue that has to be resolved is the fatence management. In particular there are twa mai
interference scenarios: femto-to-macro and femtfemato interference. The first one is the co-
channel interference experienced by the users ctevheto the macro eNB that are in the
neighborhood of a femtocell, placed in the coveraga of the macrocell using the same frequency
band. The femtocell itself will experience the nfidéeence created by the macrocell. The femto-to-
femto interference is the interference that twormre near femtocells using the same spectrum
create to each other, and is particularly relewarsicenarios with dense deployment of femtocells.
What makes the interference management critic#thénlatter case are the unpredictable locations
of HeNBs, that end users place without considerarggven knowing, where other people in the
immediate surrounding have placed their HeNBs, thiedpossible implementation of the Closed
Subscriber Group (CSG) feature, i.e. only somesusan connect to a certain HeNB, for example
those belonging to a household. Thus in CSG modesgais not allowed to connect to the HeNB
from which it receives the strongest signal, andtls® received interference power could be
significantly higher than the DL signal power re@s from the user’s serving HeNB.

2.3.2 Sdf-Organizing Networ ks (SON)

Thanks to the large number of advantages resuitynifpe adoption of femtocells, their deployment
nowadays is really extensive and it is expectedapdly rise in the next years. This large scale
deployment of small size cells plus the extremelgenrange of applications, services and different
technologies that future wireless networks are esepg to support, pose an ever-increasing
challenge to the service providers and their opmral staff in networks management. Moreover
the data throughput per user is always growing, that adoption of flat rate tariffs leads the
operators revenue based on per-megabit (Mb) basisop, since with this tariffing mode, users, in
general, consume much more than they pay for. Hopteon of new wireless technologies with
higher spectral efficiency (higher data rate traitieh on the same bandwidth) partially helps the
operators to overcome the revenues reduction,tlagpears to be still not enough [17]. All these
reasons have led to the necessity of automatedorlemvanagement solutions, so the concept of
Self-Organizing Networks (SON) has been introdyd&].

The automation of network management operationsutfir SON can provide performance and

qguality benefits since some processes are too empbo fast and too granular (require an
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extensive deployment of specialized staff due ® lrge scale deployment of HeNBs) to be
manually performed. So the automation of these ge®es provides faster responses to changes,
reduces the probability of human errors and dodsrequire the presence of specialized staff.
Furthermore, limiting the manual involvement reduceperational expenditure (OPEX) for
operators, which are the day-to-day costs of ndve@eration and maintenance. Other costs the
operators have to consider are the capital expaegdif CAPEX), which are the costs of initial base
stations installation (e.g. site and equipment Ipase) and configuration (spectrum parameters,
power, connection with existing network etc.). Brtgcular the initial configuration costs can bé cu

down by means of self-organizing mechanisms asaggd below.

Self-organizing functionalities can be divided ialfsonfiguration, self-organization and self-

healing functionalities [19].

Sdf-configuration: is defined as the set of operations a newly deguldyase station performs
autonomously as soon as it is switched on. It mpmsed by two phases: basic setup, in which the
base station basically connects to the backbongomlet and initial radio configuration, in which
the radio parameters are set up. The base stdtmridsoperate in a plug-and-play manner. Self-

configuration contributes to reduce the CAPEX.

Self-optimization: it is composed by all the operations with which theebstation automatically
react to changes in the system, and try to optinszearameters and behavior using UE and/or base
station measurements. QoS optimization and intmfex control are examples of self-optimization

operations.

Sdlf-healing: the base station tries to automatically detect raadt to failure events. Self-healing

and self-optimization together contribute to theEXReduction and user experience improvement.

A schematic representation of the self-organizingcfionalities is given in figure 2.6.
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Figure 2.6: Self-Organizing functionalities [19].

The algorithm proposed in this thesis will maintjdeess self-optimization operations with a basic
self-configuration functionality. In particular vill address the inter-cell interference coordioati

problem, that as said before is a critical issuedcal Area Deployments.

2.3.3 Flexible Spectrum Usage (FSU)

Facing the inter-cell interference issue in ma@iutar networks is much easier than in Local Area
Networks with uncoordinated deployment, since itu@ networks the base stations positions and
configurations can be pre-planned in a way thatnter-cell interference results minimized, while
if the deployment of base stations is completelgoandinated, a pre-planned solution is not
possible, so an alternative solution has to bedoiihe concept of Flexible Spectrum Usage (FSU)
is envisioned to be a promising solution that afiotie coexistence of different base stations
sharing the same spectrum in a flexible manneQrawmously adapting their operations to the
current situation. FSU aims to enhance the effogreand flexibility of spectrum utilization. So the
FSU is a self-optimization mechanism, since aftemges in the surrounding environment, the base
stations do not require any external human intérgrrto optimize their parameters (the spectrum

to use in this case).
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In particular the FSU concepts refers to the slganina common spectrum between different radio
access networks (RANSs) using the same radio ateelssology (RAT), while the case in which the
spectrum has to be shared between different RATdefsned as Spectrum Sharing [20]. The
algorithm proposed in this thesis refers to the EBhcept since only LTE-A is considered as RAT.

2.4 Business Aspects of Femtocell Deployment

As mentioned before the performance benefits atethr® only interesting aspect of the use of
femtocells, especially for network operators whiak interested in the possible revenues (or cost

reduction) deriving by large femtocells deployment.

In order to support the increasing traffic loadfraxcapacity has to be put in the network. In a
macro cellular network the extra capacity is olediby the installation of new eNBs, which is very
expensive not only for the equipment costs, bui &s the eventual cost of site purchase. Instead
switching the capacity to low cost femtocells reghithe need of extra eNBs, reducing the CAPEX.
Moreover in the femtocells case the CAPEX coste@ated with the equipment are partially taken
over by the end user, and these costs are evenm ibgedf-configuration mechanisms are provided,
since there is no need of specialized staff toalhsind configure the HeNBs. In terms of OPEX,
instead, the major costs are the site (if not aegliiand backhaul line leasing, and the electricity
bills. In particular the electricity costs are dilg proportional to the traffic, since higher fiaf
means higher power transmitted by the eNB and gbehielectricity consumption. In femtocells

these costs are paid by end users, resulting isiderable OPEX costs reduction for the operators.

An illustration of the various costs supported Iperators is showed in figure 2.7 [21]. In [21] a
detailed analysis of financial aspects of femtacdikployment is given, and it describes how the
adoption of femtocells can result in a significaotts reduction for the network operators. The
figure shows how the OPEX costs in macrocells paldrly benefits by the increase of the
percentage of users installing a HeNB. In factjtdsas just been mentioned, the OPEX is very
sensible to the traffic supported by the macroeeil it rapidly decreases even with a few HeNBs

installed, thanks to the traffic absorbed by them.
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Figure 2.7: Network costs for an operator with 408arket share and 64 users per macro-cell [21].

Thanks to the technical and business benefits idgrivy their deployment, femtocells are destined
to transform the way mobile operators build theifudar networks and increase their coverage and

capacity.
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CHAPTER 3

Related Works

Inter-cell interference management is a very disedsand studied subject in wireless networks,
since as said before it is one of the most perfao@dimiting factor. In this chapter some previous
works on this theme in both Local and Wide Areaveks are reviewed.

3.1 Inter-Cdl Interference Coordination in Local Area Networ ks

3.1.1 Fixed Frequency Reuse

In order to reduce the interference between ceflessible simple solution is to assign to adjacent
cells different orthogonal portions of spectrumoiding two neighboring cells to have the same
portion of band assigned and thus reducing theference they create to each other. This is what a
Fixed Frequency Reuse Scheme [22] does. The reductithe interference caused by neighboring
cells improves the Signal to Interference plus Bd&atio (SINR), but to have this reduction the
available band for each cell is reduced. The chaceygacity, considering the Shannon’s formula
(3.1), from one side benefits by the SINR incredsd, from the other side suffers from the

bandwidth reduction.
C = BW % log,(1 + SINR) (3.2)

In (3.1) C is the channel capacityBW is the available channel bandwidth. The ReuseodFact
determines in how many parts the spectrum is dikid@e higher it is, the higher is the SINR level
reached, but the lower is the available bandwiBtha trade-off has to be determined between the
increasing of the SINR and the reduction of thelakike band through the choice of the best reuse

factor.
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Depending on the considered scenario (Indoor Qffitéoor Home and Manhattan scenario [23])
the reuse factor to use can change. In particalf23] it is shown that in the indoor home scenario
the best performance are given by a frequency riacser equal to 2, especially for the cell edge
users throughput. Considering the average usertughput the indoor home compared to the
indoor office scenario gives lower gain for thegnency reuse 2 with respect to a frequency reuse 1
scheme (complete overlapping). This is due to #w that has been supposed that in the indoor
office scenario the HeNBs are placed in fixed alathiped positions, whereas in the home scenario
the HeNBs are placed in a random way, dependinghenwishes of the users. Using a fixed
frequency reuse scheme is not the optimal solutieuch random deployment scenario, because is
improbable to plan a fixed reuse scheme in a stemdrere people can deploy the HeNBs where
they prefer, regardless of other potential surrcnmdHeNBs. Therefore in such a scenario a self-

optimized resource sharing mechanism is needed.

3.1.2 Dynamic Spectrum Sharing with Sefishness (DS°)

Dynamic Spectrum Sharing with Selfishness YJ24] is an interference aware dynamic spectrum
sharing algorithm that aims to minimize the inteltinterference in a self-organized manner, and
to improve the system performance. It is partidulaseful in a local area scenario since it dods no
need any central coordination and a very limiteghaling between HeNBs is required. DS
algorithm uses the Received Interference Power)(Riasured by HeNB in uplink as a rough
estimation of the channel quality perceived byukers. The algorithm is based on a Selfish Factor
that is a percentage of the maximum achievablaitiirput. The HeNBs use this factor to select the
required number of PRBs needed to achieve thateptage of the maximum throughput. The
HeNBs select the PRBs starting from those with loRE> (better quality), and adding PRBs until
the target throughput, or a certain maximum allowachber of PRBs (this to prevent a HeNB by
using all the PRBS), is reached. When choosingSilésh Factor, the average interference level
must be taken into account. Taking a high valu8eifish Factor allows HeNBs to use more PRBs
increasing the amount of overlapping spectrum hod the interference increases. So if the average
inter-cell interference is very high the Selfistctéa value should be low and vice-versa.

This algorithm gives similar performance, in teraisaverage cell throughput, compared to a fixed

frequency reuse 1 and 2 schemes, but it givesrijgtéormance in cell edge user’s throughput. In
particular a Selfish Factor of 80-90% gives thet lsel average throughput performance, while for
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the cell edge user throughput, the best performaneechieved with a Selfish Factor of 70%. So
tuning the value of the Selfish Factor properlycaampromise can be obtained between the two
performance indicators, i.e. cell average througtama cell edge users throughput. x8hieves
similar and even better performance than a fixedudency reuse scheme while being a very simple
and self-organizing algorithm. The new thing abthug algorithm is the use of the Selfish Factor
which tries to prioritize the overall system thrbpgt rather than single cell high performance.
Despite this, the performance can be improved densig some changes, i.e. the DL channel
estimation by the users could be used instead Bf iRlorder to have a more accurate estimation of
the channel quality, even if it increases the sg# complexity and information overhead. Another
consideration could be done on the use of a fixatish Factor: if the optimal Selfish Factor could

be found automatically by the HeNBs, the algoritivould become fully self-operating.

3.1.3 Spectrum Load Balancing (SL B)

The Spectrum Load Balancing (SLB) algorithm [25hsaito guarantee the co-existence of mutually
interfering HeNBs that share a common spectrum pgalising a SINR threshold (SINJR This
threshold is used to select the PRBs that the HeddBsassign to their users, in particular each
HeNB selects the PRBs for which the measured SEN®&ver the SINR. Changing the level of this
threshold the amount of overlapping spectrum chaiagea consequence. The higher is the level of

SINRy, the smaller is the amount of overlapping spectamah vice-versa.

The algorithm is executed in two phases: in thstfivhen a HeNB is switched on, it selects
randomly some PRBs in order to start to communiceith its users and receive the SINR
measurements by them; in the second the core SlLdhanesm takes place. Here the spectrum is
allocated firstly by assigning the free PRBs (iérh are some) to HeNBs using a kind of water
filling technique, in order to roughly balance tepectrum allocation, and then, if still more
spectrum is needed, by starting to allocate PRBgyube SINR,: the PRBs with SINR level over
the SINR, are selected as available and, among them, onlyiles needed to meet the traffic

requirements are chosen.
Simulation results show that increasing the SiN&sults in higher mean cell throughput for SINR

up to 5-10 dB but over that level, it start to aé&ge, this is because the benefits obtained wéth th
increased SINR cannot overcome the loss in redutiagavailable number of PRBs that can be
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used. Since the interference from adjacent celtsusial for user outage throughput indicator, what
said before is not true in this case and the benatihieved by reducing the interference result in
higher user outage throughput. Compared to reissnédme (complete overlap) SLB provides high
gain in both average cell and user outage throughyth the maximum at a traffic load equal to

24%, because up to this level the SINR aware Fdtam allocation can allocate the spectrum in
an orthogonal way (with 4 HeNBs). Above 24% offetedfic load the gain starts to decrease, due
to the fact that the allocation is no longer orivag and the interference starts to affect the
performance. Globally (over a wide range of trafiad) SLB gives better performance than reuse
1 and reuse 4 schemes. Reuse 2 scheme, insteas bgitter performance than SLB but it needs a

preplanning and so it does not support FlexiblecBpm Usage.

3.2 Inter-Cdl Interference Coordination in Cellular Networks

This section gives a brief description of some pemal techniques that aim to reduce the Inter-Cell
Interference in wide area network scenario, whectypically a cellular network scenario. The first
three solutions are described in [26], and have lstadied for Fractional Load which means that
the traffic load is not so high to require transstoa on the whole available spectrum, but only on a
portion of it. Under Fractional Load an appropriB®Bs selection scheme is required. The last one
is a general solution proposed as a means to irepelN-edge users performance, but at the same
time trying to maximize the global cell throughpag much as possible, without having a blind

orthogonal allocation between BSs.

3.2.1 Orthogonal Allocation

Orthogonal Allocation is the simplest way to allt@aspectrum in order to limit Inter-Cell

Interference. It is based almost on the same idef&xed reuse scheme analyzed in local area
network scenario. The spectrum is divided in ortwad parts and each part is allocated to a
different cell, in order to have orthogonal assignis to adjacent cells. Typically the number of
parts in which the spectrum is divided is threecaose it can easily fit to the typical cellular

scenario in which each cell has a hexagonal lay®eterring to the reuse schemes terminology it
can be also defined as a Reuse 3 Scheme. As wietedsreuse schemes, if the traffic requirement
implies the need of a number of PRBs, in this chggher than 33% of the total available PRBs,
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this scheme does not work well since it cannot eupgll the traffic requirement, due to the

restriction in spectrum usage.

3.2.2 Random Selection

Another really simple solution could be to allovetBSs to select the PRBs randomly among all
available PRBs. This solution is very simple anéslaot require any planning or particular effort
for the BSs, which just select PRBs randomly arftedale them to users. Despite of its simplicity
this solution is obviously not optimal, since ithcaasily happen that there are some unused PRBs
(not selected by any BS) while others experiengerg high interference (selected by many BSs).

This solution gives slightly lower performance tlarthogonal Allocation.

3.2.3 Quality Estimation based Selection Scheme

With Quality Estimation based Selection Scheme RRBs selection is based on the estimated
guality of the PRBs. The PRBs quality estimationmiade using the Channel Quality Indicators
(CQI send by the UEs to the BSs. Basically, faheBRB the mean SINR, among all the UEs, is
averaged over a defined time window, thus obtai@n@Quality Estimation Metric (QEM). Then

PRBs are sorted based on QEM and the required muohiiRRBs are selected from the sorted list,
starting with the highest quality PRB. This schewsnts to achieve an adaptive behavior since

QEM adapts to environment changes.
Among the previous three solutions, the latter gnees the best performance in terms of
throughput per PRB and outage throughput. Anywayhed three schemes achieve significant

performance improvement with respect to a compbetrlapping scheme, in which the BSs can
use all the available PRBs.

3.2.4 Fractional Reuse

Basically Fractional Reuse [27] is an extensiorreafse-3 scheme. Fractional Reuse consists in

dividing the spectrum in three parts, and allowan8S to transmit at full power only on the part
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assigned to it. The difference with the reuse-Zsuhis that in Fractional Reuse, BSs can also use
the other two parts of spectrum, but transmittinthwow power. This is valid for both downlink
and uplink directions. In particular users at tled-edge will use the subcarriers belonging to the
part assigned to the serving BS, while the usetkarcell center will use also the other partsgesin
the attenuation to the other cells keep the interfee at relatively low level. This will reduce the
interference seen by cell-edge users, withoutilmgitoo much the available spectrum. Some other
similar schemes have been proposed by other coegpf28] with some differences but with the
same main idea, which is to divide the whole sp@etin two or more groups of subcarriers and to
allowing the users to use (or to be scheduled a®riin group or not, depending on whether they
are in the cell center or near the cell edge. mtiqdar the subcarriers group that can be usethi®r
cell edge users, has to be orthogonal between Ineigiy cells.
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CHAPTER 4

Proposed Algorithm Description

After having briefly described some of the vagrhtture on the inter-cell interference management,
the proposed algorithm is now described. It hasnbeavisioned to work in Local Area
Deployments, where, as explained before, the ungiedde positions of the HeNBs inside the cells
can result in really bad configurations (HeNBs vealpse each other) whit non negligible

probability, making the inter-cell interference ragement a really crucial issue.

4.1 Algorithm Overview

The main idea behind the proposed algorithm isitwe the whole system bandwidth in a certain
number of chunks (sets of PRBs), and assign to ekdhB one of those chunk, called Priority
Chunk, on which it has the priority to transmit. ti‘priority” we mean that a HeNB is not the
only one that is allowed to use its own Priorityu@k, but it has the “right” and the “duty” to uge i

In fact the Priority Chunks have two roles. Thestfi “right” ) is to guarantee to each HeNB a
portion of spectrum that can be always and freslgdy regardless of what the other HeNBs are
doing. The second ( “duty” ) is to oblige an HeNBuse its own Priority Chunk before using the
other HeNBs’ Priority Chunks, so it can use theelabnly if its Priority Chunk is not enough to
support the traffic load in its cell. This limitede overall system interference at the cost of & non
optimal usage of spectrum, since it can happen dhaHeNB is forced to use only its Priority
Chunk (due to a low traffic condition), while theaee some other spectrum resources with a better

channel quality.

Hereafter the chunks not belonging to a HeNB welldalled as its “Secondary Chunks” for brevity,

whether they are occupied by other HeNBs or not.
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4.2 Algorithm Description

The role of the Priority Chunk has been mentiomethe previous section, now how it is used in
detail is explained together with the algorithmaigsion.

A Priority Chunk is basically a group of PRBs, whican be contiguous or not. We have assumed
that they are continuous for simplicity reasonsclE®&riority Chunk is composed by the same

number of PRBs, and to do so, it has to be asstinadhe expected maximum number of possible
cells in the scenario considered is known, in otdeshare the PRBs equally between the Priority
Chunks. For example, in a corporate scenario,nttisber could be equal to the maximum number
of different companies that could be placed onsdm@me floor of a building. We have assumed that
this number is equal to 4, and so each Priorityr®his composed by one fourth of the total number

of PRBSNror.

Priority Chunk Selection

The way each Priority Chunk is selected by each Bi&Ncompletely autonomous, and does not
require any external intervention. Each HeNB ssld@stPriority Chunk as soon as it is powered on.
The selection is performed sensing the channellistehing to the transmissions of the others,
potentially active, HeNBs, hence it can choos®iisrity Chunk between those not used yet by any
HeNB. For this purpose a little amount of over-tieeommunication (OTAC) [29] between the
HeNBs has been assumed, since for uncoordinatddydegnt of cheap low power HeNBs, there
may not always exist an established connection i(K@rface) between them. In particular the
necessary information needed for the Priority Chselection is only a list of the active HeNBs,
with the respective Priority Chunk chosen by eah. o

As mentioned above the Priority Chunk gives thatrig the respective HeNB to use it, but we also
know that even the other HeNBs can use it, if thegd it. So if a new entered HeNB selects a
Priority Chunk that some active HeNBs were usingyuarantee the usage right to the new entered
HeNB, the other HeNBs, as soon as it is switchedwait that it starts to transmit, and then they
can decide if it is useful for them to continueuse that Chunk or not, based on the interference
created by the new entering HeNB. Thus they resgiectnew entered HeNB’s right to use its
Priority Chunk, and give him the possibility to c@ct with its users without interfering.
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Connection to the Users

As soon as the new HeNB has selected its Priotiyn® it can transmit to its users, using only the
PRBs belonging to its own Priority Chunk. Once lteNB has established the communication with
the users, it is able to estimate the number of PRBuired\req to support the traffic load in its
cell. Hence, if this number is higher than the nemiipc of PRBs in the Priority Chunk, the HeNB
will need some more PRBBI{eepep= Nreo— Nec) and it will select the additional PRBs choosing
from those belonging to its Secondary Chunks. So atiditional spectrum is selected only if

Nreo> Npc. Thus the “duty” of using the Priority Chunk firss,respected.

Additional Spectrum Selection

In order to perform the additional spectrum setecttthe HeNBs need to know the channel
condition on all the PRBSs, so it can use the bBR4? that are those where the users experience the
lowest interference. The channel conditions areneséd by the users in terms of SINR level and
sent back to the respective HeNBs. The SINR esoomain all the PRBs by the users is expensive
in terms of power consumption, since they needettse and make the estimation on the whole
system band, even on the spectrum not used fotidatsmission, and so it reduces the battery life,
which is a critical resource for user’s equipmetsspite its non-optimality, this solution has been
considered since it provides good channel quasityr&tion, needed to select the best PRBs by the
HeNBs. For simplicity it has been assumed that 3R estimations are fed back to HeNBs

without errors and delay.

The selection of the additional spectrum is notedsimultaneously by all the HeNBs, but while a
HeNB is updating its selection the others contitauase their old spectrum allocation. This is done
to avoid a “ping-pong” effect. This can happen e tcase that two HeNBs are selecting the
spectrum at the same time, and for example thegreeqce a high SINR on the same PRB. So both
of them select it to transmit, but after the trarssmon the actual SINR will not be the same as they
estimate before due to the contemporary transnmssfithe other HeNB, and with high probability

they have to change again their selection. Thisegemuld risk to go on for a long time.

The spectrum selection update can be easily caaetinby the HeNBs themselves by means of
another shared information, constituted by a queumaining the order in which the HeNBs have
entered in the system. This is the second infoonate HeNBs have to share, that added to the list
of active HeNBs, with the respective Priority Changelected, constitute the only information

needed for the algorithm to work. It can be seat the amount of information needed to be
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exchanged is very low. Moreover these informatieechto be exchanged and updated only when
an entrance or leaving event happens, that is seplpto be a quite rare event. An example that can
clarify how the shared information are used andatgu can be found in Appendix A.

During the spectrum allocation update phase, tHeBHi@ turn computes for each PRB the average

SINR level among its users:
SINR,(k) = —— x X% SINR,(k, ) (4.1)
UE

WhereSINR; (k) is the average SINR perceived by delisers on PRE, N} is the number of
users in the cellandSINR;(k, j) is the SINR level experienced by ugen the PREK.

The PRBs are then sorted by SINR level in descgndnder, and only the firsts needed PRBs
(Nneepep), Starting from the first of the list, belongingthe HeNB’s Secondary Chuike selected

to transmit as additional spectrum. So the newlabi@ spectrum is composed by the HeNB'’s
Priority Chunk’s PRBs (sorted in descending ordgeratNR) plus the selected additional PRBs.
Also the Priority Chunk’s PRBs are sorted in deslagg order, since in the case a HeNB does not

require all of them (sblreo< Npc), it will use only the best ones.

Scheduling

Now the HeNB can schedule the users over its nemilable spectrum, while the other HeNBs
schedule their own users on their old spectrum. Sdieeduling technique used is not defined, so
Round Robin or an opportunistic scheduling techaigan be adopted. All the HeNBs, after the
data transmission, receive the new SINR estimdtmmn the users, and then the next HeNB in turn
can update its spectrum allocation, which will depen all the changes happened in the system
since its last spectrum update, i.e. entrance avilg of HeNBs and users, traffic conditions

changes and other HeNBs’ spectrum allocation cleange

When all the HeNBs have selected the additionattgpe (if they need it) the round starts again.
The decision if additional PRBs are needed or sotlivays based on the number of PRBs
contained in the Priority Chunk, meaning that eicte an HeNB starts the spectrum allocation
update phase, it checks whetiM:qg is higher tharNpc or not. Thus the HeNB can change its

additional spectrum selection, reacting to whatater HeNBs have done before.
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The synthesis of the algorithm is presented inrégu 1

|
HeNB POWER ON

i

Sense the channel, read the shared
informations sent by the other eventually
active HeNBs
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Select one of the free chunk as Priority
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l
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A
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A
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Take the firs Nyeepep PRBs belonging to
Secondary Chunk as additional PRBs

A
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Chunk’s PRBs.
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Figure 4.1: Flow chart of the algorithm.
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4.3 Power Control

In the algorithm description given in the previqesagraph, no considerations have been made on
the interference created by one HeNB that decidesé one or more PRBs belonging to another
HeNB'’s Priority Chunk. Since the purpose of thepm®ed algorithm is to reduce the overall system
interference as much as possible, some restrib@srto be introduced in the selection of additional
spectrum, otherwise an HeNB that has an high ¢rédtad to support, could use the whole system
bandwidth creating high interference towards ail tther potentially active HeNBs. Two possible
solutions to that could be: a) limit the amountdtiitional PRBs one HeNB can select, or b) limit
in certain way the interference created over thé$Ry non prioritized HeNBs. The second
solution has been considered in this work, by mehaspower control mechanism.

What the proposed power control mechanism dods, défferentiate the power transmitted on the
PRBs, depending on their belonging to the Pric@ihunk of the HeNB considered or not. So over
the additional PRBs (not belonging to the HeNB'soRly Chunk) the transmitted power will be
lower than the one transmitted on the Priority GisiPRBs. How much the power reduction is, it
is determined by the power control Factor (PCFe PICF expresses the percentage of the power
transmitted on the additional PRBs with respedht power transmitted on the Priority Chunk’s
PRBs, e.qg. if a Factor of 50% is used, it meansdber the additional PRBs one transmits with half

the power than the one used on the Priority ChuRRBs.

So what power control is expected to achieve igaduction of interference over the HeNBs’
Priority Chunks. As a consequence of this reductien Priority Chunk’s PRBs are expected to
experience a higher SINR value, due not only toitherference reduction, but also to a higher
power transmitted on those PRBs. In fact, sincedted transmitted power by a HeNB remains the
same, reducing the power transmitted on some PR®&ssaa higher transmission power on the
other PRBs.

In particular two different power control factorseaused. The first onePChyee) IS used for
transmission on PRBs belonging to a free chunk ¢etdcted by any active HeNB yet), while the
second PCF,.) is used on the other active HeNBs’ Priority Chainlk particular th&Cheevalue

will be higher thanPCF,, so that the active HeNBs can use higher power thes free chunks
than over the occupied chunks. In fact, there issason to limit too much the power used on a free

chunk, since no active HeNB has the priority oHibwever the value d?CHyeeWill be lower than
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100%, since with high probability the free chunkdl ive used also by the other eventually active
HeNBs, and the use ofRCF;ee value lower than 100% will reduce the interferencethe PRBs

used simultaneously by more than one HeNB.

The presence of two PCFs allows a self-optimiziogygr control mechanism, since the value of the
PCF used on a chunk depends on the presence of addeNB that has selected that chunk as its
Priority Chunk. So the HeNBs react to the entramclkeaving of a HeNB by changing the value of
PCF used on the chunk involved. The values of RGESd in this work will be described in section
5.5.2.

As a consequence of the global interference reauctihe cells’ throughput, or at least the

throughput of the users in bad conditions (closether interfering HeNBS), is expected to rise.

In addition, using power control, the “duty” of ngithe Priority Chunk by the HeNBs will be
naturally respected, even without forcing the HeNfg=scause is convenient for them to do it, since
they can transmit with full power on their Priori€hunks, while with a reduced power on the

Secondary Chunks.
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CHAPTER 5

Evaluation Framework

In this chapter the simulations assumptions andrgn are outlined. In particular in section 5.1
general assumptions are presented with respeetoonsidered scenarios, path loss estimation and
general parameters setting. In section 5.2 thereeée schemes and how they have been
implemented is described, whereas the performardieators are described in section 5.3. A brief
explanation of the terminology used in the simolagi description is given in section 5.4. Finally
sections 5.5, 5.6 and 5.7 explain the differentusations performed with the respective specific

assumptions.

5.1 General Parametersand Assumptions

5.1.1 Scenarios

In order to evaluate the performance of the prop@dgorithm two scenarios has been considered,
which are Indoor Office [23] and Indoor Home Scéwgrin both the scenarios a maximum of four

different cells has been assumed.

Indoor office scenarioeach cell corresponds to a different group oiceff (4 companies on the

same floor). Each cell has an area of 50 x 20 ©f) eae with 10 rooms (offices) of 10 x 10 m.

Indoor home scenari@ach cell has an area of 10 x 10 m and corresptund different apartment

each one composed by 4 rooms of 5 x 5 m.

In both the scenarios one HeNB per cell has beppaaed. The HeNBs are placed in random
positions inside the respective cell, in order &spect what has been assumed about the
unpredictable position of HeNBs in such scenarfso the users have been placed in random
positions, and the number of users per cell isdhfiit, in order to have in general different teaffi

load in each cell. The Closed Subscriber Group (C&Scribed in section 2.3.1 is used, i.e. each
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user is served by the HeNB located in the same wéile the other HeNBs are interfering base

stations.

In figure 5.1 a) and b) examples of the two cormgidescenarios are shown. The red diamonds
represent the HeNBs while the blue stars reprabentisers. In the pictures the different cells are
marked with different colors. In figure 5.1 a) d@rcbe seen that the HeNBs in the grey and green
cells are very close, thus creating high interfeeeto each other. In the case that one of these two
HeNBs should need more PRBs than it has in itsriBri€hunk, with high probability it will not
use the other HeNB'’s Priority Chunk, since the SiNRel will probably be very low there. In
figure 5.1 b) the configuration is better thanigufe 5.1 a) since all the base stations are pléed

away enough from each other, creating low interfege
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Figure 5.1 a): Example of Indoor Office Scenario.
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Figure 5.1 b): Example of Indoor Home Scenario.
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For clarity in the following parts the cells haveelm numbered starting with the one in the top left

and moving in clock-wise order. So 1-grey, 2-yell@ablue and 4-green.

5.1.2 Channd Mod€

The channel has been characterized using WINNER1Hmodel [23], in which the path loss
between HeNBs and UEs is modeled as follows:

PL os= 187k|Oglo(d) + 46.8+ 20*'0910(1:(;/ 5) ; c=3 (51)

PLnios= 20*|Og]_o(d) +46.4 + 20*|Ogo(f¢/5) + 5*ny, ; c=6 (52)

wherePL, osandPLy os are the path loss in dB for the Line of Sight (D@8d Non Line of Sight
(NLOS) cases respectively, is the distance in meters between the HeNB andJUtggf. is the
carrier frequency in GHz (3.5 in this case) apds the number of walls between the HeNB and the
UE. The walls have been considered as light watlsesthey are supposed to be internal walls and
their attenuation is 5 dB each.is the shadow fading standard deviation in dB. &iamplicity
reasons no fast fading has been considered, lonter to have a certain frequency selectivity, even
if obviously it is not a rigorous method to repmatsthis phenomenon, a random value between -5
and +5 dB for each PRB, over the frequency dontzas, been added to the path loss attenuation
between each HeNB and user. Otherwise the pathbletsgeen an HeNB and a user would be the

same on all the PRBs.

5.1.3 Parameter Setting

As explained in paragraph 5.1.1 the maximum nurnobeells (HeNBs) have been supposed to be
4, with a different number of users in each celltie real world each user has, in general, difftere
requirements and usually they are not expresseerins of number of PRBs, but in terms of
throughput, bit error rate or maximum delay time édgample, so the traffic load in a cell depends
on the number of users and on their requiremenisn i it is not realistic, in order to simplify ¢h

implementation we have assumed, instead, that esehrequire the same number of PRBs, so the
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traffic load in each cell depends only on the nundfeusers and is expressed as the percentage of

PRBs required by the cell with respect to the totahber of PRBs in the whole band, as follows:

TL; = JWEXNPRE 4 10 (5.3)

Ntor

TL andN};; are respectively the traffic load value amember of users in cl] Npgg is the number

of PRBs per user chosen, axgbris the total number of PRBs in the system (500unaase).

In our simulations we focused in medium trafficdo@onditions (a.k.a. Fractional Load), meaning
that each cell requires only a portion of the tatailable bandwidth. In particular in office scena

a number of users per cell between 10 and 30 has &ssumed with 10 PRBs assigned to each
user. So the traffic load varies from 20% to 60%tH{viNror equal to 500), thus having medium
traffic load conditions in each cell. In the honeesario the number of users has been reduced since
in such a scenario only few devices are supposdk teerved by the HeNBs. So the number of
users has been chosen to vary from 3 to 10 anokdier to maintain nearly the same traffic load
conditions as in the office scenario, the numbdPRBs per user has been increased from 10 to 30.

So the resulting traffic for each cell load varfiesn 18% to 60%.

The number of users considered in these scenaves bt properly correspond to what is expected
to happen in reality, since a femtocell is suppdseskrve an even lower number of users, i.ent ca
serve simultaneously around 1 to 4 users [16]. Hewén our case what is more relevant is the
traffic load, since only the downlink transmissibas been considered. In fact, since the users do
not transmit, they do not create interference anbdaving more or less users, maintaining the same
traffic load, does not affect the performance taach in particular the total cell throughput. The
only thing that would be affected is the singleras@roughput, but mainly by the fact that if we
maintain the same traffic load conditions, and & gonsider a lower number of users, we have to
increase the number of PRBs per user, and so esehaahieves an higher throughput, while the
total cell throughput remains almost the same,tdube lower number of users. Moreover we are
mainly interested in comparing our proposed alparitwith other reference schemes, so the
adoption of a higher number of users can be jestifsince we are not interested on the exact values

of performance achieved.

No mobility has been considered for the users. ddmsidered bandwidth is 100 MHz at 3.5 GHz,

with PRBs composed by 12 adjacent subcarriers dpaicé5 kHz from each other as specified in
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[6]. So the total number of PRB&oTis 500. A résumé of the general parameters is stiowtable
5.1.

Parameter Setting
Deployment Scenarios Indoor Office (A1) Indoor Home
Number of Cells 4 4
Cells Size 50m x 20m 10m x 10m
Rooms Size 10m x 10m 5m x 5m
Number of Users per Cell From 10 to 30 From 300 1
Number of PRBs per User 10 30
Traffic Load per Cell From 20% to 60% From 18% 086

Users Mobility Static
Carrier Frequencyd 3.5 GHz
System Bandwidth 100 MHz
PRB’s Bandwidth 200 kHz
Total Number of PRBIN\to7) 500

HeNB Tx Power 24 dBm
Receiver Noise Figure 9dB

Path Loss Model PL.os= 18.7*logo(d) + 46.8 + 20*logy(f./ 5) ;

PlLyios= 20*|Ogj_0(d) +46.4 + 20*|0g0(f(;/5) + 5™, ;

Shadow Fading Standard Deviatiom os= 3; onlos= 6

Table 5.1: General Parameters Setting.

5.2 Reference Schemes

The reference schemes considered, in order to &ealtie performance of the proposed algorithm,
are fixed frequency reuse schemes with reuse faabd, 2 and 4. Reuse 2 and 4 schemes are
typically used for pre-planned deployment scenaiiimsvhich the HeNBs are placed in positions
such that the interference is minimized, so theyrant likely to be used in a scenario where neither

the positions nor the number of the HeNBs are knaweniori.
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521 Reusel

In this scheme the whole system bandwidth is cems@tito be available for the HeNBs. It is the
simplest scheme since it does not require any pighand the HeNBs can use as much PRBs as
they need to support their traffic load (if no redion is imposed). The HeNBs can select the PRBs
to allocate to users in various ways, depending &lsm the used scheduling technique. In the
simulations we have assumed that the selectioerfenmed in the simplest way, where each HeNB
always selects the firflreg PRBs. This solution does not require any SINR mesmsent, since it
does not take in consideration any kind of optirmiaraof the spectrum usage, and can be easily
used together with a simple Round Robin schedudiciteme, that aims only at maximizing the
fairness between users. As it is simple to imagingh this solution, on the first PRBs the
interference will be very high, since all the fddeNBs are going to use them, while the last PRBs
will be unused with high probability, making thisheme (with the assumption made) really

inefficient.

5.2.2 Reuse?2

In Reuse 2 scheme the whole system bandwidth idedivin two orthogonal parts. Each HeNB is
allowed to use only one of these two parts, soattieal available spectrum for the HeNBs is one
half of the total system bandwidth. The assignnoéithe usable parts to HeNBs is pre-planned in a
way that two HeNBs using the same part are aswaydrom each other as possible, thus limiting
the interference they create to each other, whie other HeNBs will not experience any
interference from them, since they use an orthogoasd of spectrum. With this allocation scheme
the interference is roughly the half than it wasense 1 scheme, but now a limitation is given by
the available spectrum, so if a cell has a very ligffic load, it can happen that the HeNB cannot

allocate all the spectrum it needs.

In the simulation the assignment has been donellasvf
AvSpect; = (% (i-1), ...,%i - 1) mod Nror + 1 (5.4)

WhereAvSpegtis the group of PRBs assigned to ¢gil= 1,...,4. So the firsiNyo/2 PRBs have
been assigned to cells 1 and 3 and theNast/2 PRBs to the cells 2 and 4. This selection cowid
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be optimal for certain specific configurations, &ese of the inherent non-adaptability of a pre-
planned fixed frequency reuse scheme to the unowistl deployment scenario, but considering
the center of each cell as the average positiothi®HeNBs, it is the solution that maximizes the

distance between HeNBs using the same spectrum.

5.2.3 Reuse4

Reuse 4 scheme is even more conservative than 2ealseut the interference limitation. It divides
the overall spectrum in 4 orthogonal parts, allaywach HeNB to use only one of these parts. The
assignment of the orthogonal parts to HeNBs folltiwessame principle of reuse 2 scheme, i.e. the
maximization of the distance between two cells gidime same part of spectrum. This scheme
reduces the interference to a very low level, betdvailable spectrum is too small to support high
traffic load, so reuse 4 is a bandwidth limitedestle.

In the simulations no particular consideration hasn made for the assignment of the usable part of
spectrum to HeNBs since, in our case, only foulsdelve been assumed. So in this case the usable

spectrum assigned to celk:

AvSpect; = (NT;T (i-1+1, ...,%i) (5.5)

5.3 Evaluation Metrics

The proposed algorithm has been compared withdfezence schemes evaluating and analyzing
the achieved mean cell throughput, user througuulative Distribution Function (CDF) and

outage throughput as performance indicators.

5.3.1 Céell Throughput

The throughput is defined as the amount of dataessfully transferred over a period of time on a
certain link. For the estimation of the throughpahieved on one PRB the Shannon’s formula (3.1)
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has been used. The cell throughput is calculatédeasum of the throughputs achieved by its users.
In details the throughpwR(j) achieved by the use¢rof the celli, and the total cell throughputT;
have been determined as follows.

R;(j) = BW X Ykeps,j) loga (1 + SINR;(k, ))) j=1,.., N i=1,..4 (5.6)
T, = 2198 R (j) = BW X £3Y% Yeps,jy logz (1 + SINR; (k, ) i=1..,4 (5.7)

WhereBWis the PRBs bandwidth (200 kH#} ; is the number of users in celPS(j) is intended
to be the set of PRBs allocated to ysandSINR(k,)) is the SINR experienced by usem PRBk.

5.3.2 User Throughput Cumulative Distribution Function

In order to analyze how the throughput of the ®ngters is distributed, also the Cumulative
Distribution Function (CDF) of the user throughjpats been calculated. It describes the probability
that the throughput of a user can be lower thagr@ia value.

The users throughput has been determined as ih {&6n with the obtained values the CDF has
been calculated. The CDF has not been determinee@dch cell separately, but for the whole
system, considering all the users of the four call®rder to have an higher number of users and so

to have a more precise distribution.

5.3.3 Outage Throughput

The outage throughput is defined as the 5-th péteesf the CDF of the user throughput, i.e. it is
the minimum throughput achieved by the 95% of thers. In other words it can be considered as
the throughput achieved by the cell-edge users.t@ime “cell-edge users” is more appropriate for
cellular networks, where the coverage area of ealitcan be approximated by a hexagon with the
Base Station placed at the center, and the calsigployed forming a beehive-like configuration.
With this configuration the users near the cell eedge certainly those who are in the worst

conditions, but in local area networks with uncaoated deployment of base stations this is not
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always true. A user could be placed in proximityted wall separating its cell from another cell; bu
if its HeNB is placed near it, while the interfegifdleNBs are far away, it could not be the user in
worst condition. Therefore the usage of the termill“edge users” in not properly correct in the
considered scenario, so it can be said more géné¢hat the outage throughput is the throughput

achieved by the “users in worst conditions”.

The outage has been evaluated only in the statelations for two reasons. First, the static
simulations aim principally at comparing the averggrformance of the proposed algorithm with
the reference schemes, while the dynamic simulatimainly want to show the reaction capabilities
of the proposed algorithm. Second, since the outadefined as the minimum throughput achieved
by the 95% of the users, an high number of usemgésled to have accurate results, in particular in
order to have a 95% of the users they must beaat B9. For example if there are only 10 users, we
can have at most the throughput achieved by 90#teofisers. With the assumptions made, in home
scenario and in some cases in office scenarionuingber of users in each cell is less than 20, so it
would not always be possible to have a preciseevafithe outage for the single cells. In the static
simulations, where we are interested in the avesggem performance, to overcome this problem
the outage has been calculated considering aluglees in the system, so as to have an higher
number of users (the sum of the users of the fells)¢ that in office scenario cannot be lower than
20 (each cell has at least 10 users) while in heceeario it can happen very rarely, around the 5%
of the times. In the dynamic simulations, instead,show the behavior of the single cells, so the
solution adopted for the static case cannot be beesl This is the second reason why we consider

only the cell throughput as performance indicatothie dynamic simulations.

5.4 Terminology

Before starting to describe how the simulationsehbgen performed, a brief description of some
terms used in there is needed.

Scheduling Sessionvith this term we mean a phase in which all treNBs schedule their users on

the selected PRBs (with the considered schedudidignique), transmit data to them and collect the
SINR estimation they send back.
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Execution it indicates the temporal index of a scheduliagsion, e.g. theSexecution means that

4 scheduling sessions have been performed so far.

FSU repetitionwith FSU repetition we mean a phase in whichitel HeNBs perform one cycle of
the algorithm showed in figure 4.1 (without the die relative to the entrance, i.e. first three
blocks). So in one FSU repetition one HeNB updagespectrum allocation and schedule the users
on the new spectrum, while the other HeNBs perfarmormal scheduling session on their old

spectrums.

5.5 Static Simulations

This paragraph describes the simulations perforimadstatic scenario, meaning that all the HeNBs
are present in the system from the beginning, tebare switched on all together, and no changes
happen during the simulation progress. These stionkaim at comparing the performance of the
proposed FSU algorithm with the considered refezesahiemes in a fixed state scenario, and to see
if the use of the proposed power control mecharigngs some performance improvement, as it is

expected to do.

55.1 Basic FSU vs. Reuse 1, 2, 4

In the first simulation a basic version of FSU aitjon has been used, meaning that no power
control is used in the FSU algorithm, so the trattech power is the same on all the PRBs used by a

HeNB. The scheduling technique is a simple routwréor all the frequency allocation schemes.

Regarding the Reuse schemes the mapping methodssuebed in section 5.2. For these schemes
only one execution has been done. The choice oigdamnly one scheduling session has been done,
in order to reduce the simulation complexity andaduse of the assumption made about the used
spectrum in the reuse schemes that does not changee following sessions, and so the
performance does not change too much. The obtgieeidrmance are not the exact ones, that
should be obtained by considering the mean valwes a longer period of time with an higher
number of executions, since if the required PRBafoHeNB are more than its available PRBs, the
last scheduled users could have one PRB less ligaathers. If other scheduling sessions will be
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done, the scheduling in the following executionlvegilart from the last scheduled user in the
previous session. So the mapping of PRBs to us#rbevdifferent from the previous one and the
resulting performance will be slightly differento $he more executions will be done the more the

results are close to the exact ones.

The FSU algorithm starts with the same chunk atlonaused for reuse 4 scheme. Then, before the
FSU operations start, 5 scheduling sessions aferpesd. Probably one session could be enough,
but this choice has been done just to show howpérormance change a little in the executions
after the first one, due the reason just explaingtie previous paragraph. After these 5 scheduling
sessions the FSU algorithm starts from the HeNRALFSU repetitions are simulated, so each
HeNB performs the spectrum selection phase 5 tifiemn almost all the simulations done, it
results that before the $FSU repetition, the allocation is stabilized, sirfic the next repetitions
the performance remain the same. It means thaH&éMB will retain the same spectrum in the

following repetitions.

In the figure 5.2 the behavior of the four celletrdughput (in Mb/s) during one simulation is
shown. The first 5 execution indexes representfitts¢ 5 scheduling sessions, where no FSU
mechanism is applied. From these first 5 steparntloe seen how the throughput slightly change,
due to the fact explained before about the diffemapping of PRBs to users. After th& 5
repetition the FSU mechanism starts (it is markgdhle dotted vertical line in the figure) and as it
can be seen from the picture, HeNB-1 experienc@maiderable rise in throughput. Obviously it is
the HeNB that is allocating the additional spectruvhile the others use the spectrum they had
before, and someone can experience a little pedioce worsening due to the interference rising
caused by the HeNB-1 that is using some PRBs bgilgrig their Priority Chunk. In the subsequent
repetitions the situation evolves for each HeNBjclireacts to what the other HeNBs have done
before. In particular for each HeNB, the throughipgteases are caused by the spectrum selection
performed by itself or by another HeNB that decidesnot use anymore one or more PRBs
previously used by both of them, while the decrsaame always caused by the other HeNBs
spectrum selection changes, i.e. in the case tbeigel to use one or more PRBs that the considered
HeNB is using. As it can be seen from the figu2the throughput for all the HeNBs is stabilized
after the execution index number 15, that corredpdo the 16 FSuU repetition (after the FSU
algorithm starts). What this figure was supposedshow is exactly that even if at each FSU

repetition one HeNB reacts, changing its spectrefaction to what the other HeNBs have done
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before, in static conditiornthie selection is stabilized after a while. Th achieved thanks to the u

of the circular spetrum selection mode, that as said before aimsatlimg the “pin¢-pong” effect.
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Figure 5.2 Cell Throughput evolution during the FSU algonttexecutio.

It is worth mentioning, and has to be considereémthe results will be presented, thaorder to
perform the spectrum selectiomas been assumed 1 the FSU algorithmalwaystransmits power
also on the PRBs not used for transmission of datarder toallow the users testimate the SINR
level on all the PRBs, @nso it causes a waste power. Insead, in the reuse scheme does not
need to be taken into account, since we have segpbst no spectrum selemn is performed and
so the power will be transmitt only on the PRBs used for transmission cta and no waste of
power will be present.

5.5.2 FSU with Power Control

As explained before the role of Power Control iptevent the possibility fca HeNB to create too
much interference if it needs a lot of addition®B?, and to do sahe proposed solution lins the

power a HeNB catransmit on the PRBs not belonging to its PrioGtyunk.
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Power Control Factor

How much the power on additional PRBs is reduceti waspect to the Priority Chunk’s PRBs is
defined by the power control factors (PCFs) valhat as specified in section 4.3 are two: one
(PCFyee) used on free PRBs (not belonging to any activdNBis Priority Chunk), and one
(PCFyco used on PRBs belonging to active HeNBs’ PrioGtyunk. The lower are these values the
lower is the amount of interference each HeNB e®&b the other HeNBs, but also lower will be
the throughput achieved on the additional PRBsthgovalue of the PCFs needed to be defined

through some simulations, in order to find the loess.

Another factor that has to be taken into accouhgmevaluating the PCFs, is the power transmitted
on the PRBs not used for data transmission, byt famlthe transmission of the reference signals
used for the SINR estimation. We have assumedtitegbower on these PRBs is the same used on
the additional PRBs. As a consequence of thatg#e using certain PCFs values instead of other
ones is influenced also by the traffic load in tedls. In fact if an HeNB requires a low number of
additional PRBs, due to a small number of usethencell, the performance will benefit by the use
of low PCFs values, instead of high values, sifoe amount of PRBs used only for SINR
estimation is rather high, and a low values of P€itsse a lower waste of spectrum. If the number

of users in a cell is high, higher values can lexlusnce the waste of spectrum is relatively low.

In particular, in order to define which values ttopt, firstly thePCF,.. value has been determined,
since the main objective of the power control iglitoit the interference on the active HeNBs’
Priority Chunks, and then the valueRE R has been chosen. Moreover BP€F;. value is used
only when there are one or more free chunks, aod ao event is expected to happen rarely due to

the increasing femtocells deployment.

As aforementioned we have focused on medium triffid conditions, and the value of tRE€F.
that resulted to give the best performance in sitafation is 5%. With this value the amount of
interference on the active HeNBs’ Priority Chunksvery low, and so even the users in bad
condition are not affected too much by interferligNBs. The value oPCFe instead has been
chosen equal to 50%, since it gives the possiltiityse a rather high power on the free additional
PRBs, that is 10 times higher than the power use®RBs belonging to a Priority Chunk of an
active HeNB, while maintaining the interferenceatesl to the other HeNBs using the same free

additional PRBs quite low.
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Simulation Assumptions

In the simulations have been assumed that if tinebeuNgeq of PRBs required by a HeNB is lower
thanNpc, no power is transmitted on the Secondary ChuBRR8s. In detail, when a HeNB has to
allocate the power to PRBs, it first checks ifeieds more PRBs than those belonging to its Priority

Chunk(Np¢). If it does not need additional PRBs the allocatd power to PRB is the following:

rPtot/NPC k € PC

If NREQS Npc m— P(k) = 0 k € SCfree (58)

I
Lo k € SCpee

WhereP(k) is the power transmitted on PR8 Py is the total available transmit power of the
HeNB, PC is the set of PRBs belonging to the Priority Chainkl SG,ee and SG,.c are the sets of
PRBs belonging to the free and occupied Secondamks respectively. Since the HeNB does not
need additional spectrum it does not transmit @ RRBs belonging to the Secondary Chunks, so it
does not create interference and does not wasterpdven if it needs less thapc PRBs, it
transmits power on all the Priority Chunk’s PRBs,order to have the SINR estimations on all
those PRBs and to select the best PRBs wherensntit

In the case the HeNB needs more PRBs tNag the mapping of the power to PRBs is the

following:
( Prot k € PC
(Npc+ O.S*Ngcfree+ O'OS*NSCOCC)
Pto
If Nreo> Npc ——> P(k) =4 = * 0.5 k e SCfree (5.9

(Npc+ O.S*Ngcfree+ O'OS*NSCOCC)

Froc £0.05  k€SCyp

\(Np(;+ 0.5*N5Cfree+ O'OS*NSCOCC)

WhereNSCme and Ng¢, . are the number of PRBs belonging to the free amiijmed Secondary

Chunks. So the transmitted power on the free Seaxgn@hunk’s PRBs is 50% of the power
transmitted on the Priority Chunk’s PRBs, whileist5% on the occupied Secondary Chunks’
PRBs. As said before, this is valid for all the RRBven those not used for transmission of data,
but only for the transmission of pilot signals ath total transmitted power is alwalg:, as

demonstrated below.
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Defining A = (Npc + 0.5+ Nscree T+ 0.05 - Ny, ), for the total transmitted powery, it results

the following equation.

Pto Pto Pto
Pry = (Npc " =) + (Nscyy, "= " 0.5) + (N, - =2+ 0.05) =

Npc+0.5'N5Cfree+0.05'N5Cocc

= Piot A = Prot (5-10)

A clarification of the power distribution over tiRRBs is given in the figure below.

a) Only HeNB-1 active 1 b) HelB-1 and HeMB-3 active
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Figure 5.3: PRBs Power Distribution.

In figure 5.3 an example of power distribution oWRBs for one HeNB is given. Only for the
purpose of this example a total of 12 PRBs has bessidered with a total transmit power equal to
100 units. In figure 5.3 a), b) and c) the casdWieq> Npc is reported, while figure 5.3 d) shows
the case witiNreo< Npc. The HeNB considered here is HeNB-1 (that hasamdéXiority Chunk
number 1). As it can be seen from the figure whally BleNB-1 is active a), the power it uses on all
its Secondary Chunk’s PRBs is 50% than the powesds on its Priority Chunk’s PRBs, while
when HeNB-3 is active it reduces the power transaibn Priority Chunk 3 (PC 3) to 5% of the
power used in PC 1, and when all the other HeNBsaative the same is done also in PC 2 and 4.
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As it can be seen, the reduction of power in theo8dary Chunks causes an increase of power used
on the Priority Chunk. From the figure it is simpteunderstand that if HeNB-1 needs only a few
additional PRBs, the use of high PCFs value caasesmsiderable waste of power, while the use of
a low value reduces the waste and causes verynimrference to other HeNBs. In the last figure d)
it can be seen that in that cadlxdo< Npc) the power is shared only between the Priority risi

PRBs, so no interference is created to other HeNBs.

Even if two PCFs are considered, in the static &tran only PCF.. has been effectively used
since, in this situation, all the HeNBs are preserhe system from the beginning, and so there are
no free chunks. The presenceREF. Will become effective in the dynamic simulationbexe
HeNBs enter and leave the system, so it happehsdh@e chunks are free in certain moments.

Since, as in the previous simulations, has beennsss that the Reuse schemes do a blind
allocation without any PRBs selection, the HeNB&dcdo transmit power only on the PRBs
effectively used for transmission of data. The@lon of power to PRBs in Reuse schemes is the

following:

P
tOt/NREQ NREQ < NPC
P(k) = p (5.11)
k tOt/NPC Nggg > Npc

WhereNgeg is the number of PRBs needed by the HeNB to supgpertraffic in its cell. In the
Reuse schemes with “Priority Chunk” we mean fowltyethe part of spectrum assigned to each
HeNB. So if a HeNB needs more thida: PRBS, it cannot usereq PRBs and the power is equally
distributed only between its “Priority Chunk’s PRBs

5.6 Dynamic Simulations

The two main aspects that the proposed FSU algoritims to consider are the inter-cell
interference coordination in a scenario with unpmtadble deployment of HeNBs, and the self-

configuration and self-optimization capabilities andynamic scenario where the HeNBs react to
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changes in the system. The first aspect has bedredtin the static simulations, while the second

will be studied in a dynamic scenario where enteaared leaving of HeNBs have been considered.

To evaluate the performance of the FSU algorithnthis situation, it has been compared with
Reuse 2, since this scheme achieves the highdstmpance between the three fixed reuse schemes
we have considered, i.e. Reuse 1, 2 and 4. Anctiraparison is also done between FSU algorithm
with and without power control in such a scenafibe performance indicator considered here is

only the cell throughput, for the reasons explaimesl.3.3.

Simulation description

The dynamic situation has been simulated startiiig mo active HeNBs, and then the HeNBs start
to enter and leave the system. The sequence daineetrand leaving events is deterministic but
which HeNB is switched on (or off), in which cela which Priority Chunk it selects is purely

random. Between each entrance or leaving eventlb $t€ps (additional spectrum selection) for
each active HeNB are performed, in order to giwe gbssibility to these HeNBs to adapt to the

changes.

Entrance

Once a new HeNB is switched on, first of all it cke the active HeNBs list sent by the other active
HeNBs (if there are some, otherwise it means thatthe first), than it selects randomly one @& th
available Priority Chunks as its own Priority Chuakd update the shared information adding itself
and the Priority Chunk chosen in the list. The guediormation is updated putting the just entered
HeNB at the end of the queue, so it will be the tasupdate the spectrum selection, giving the
priority to the already active HeNBs to react t® @ntrance. In order to reflect the completely
unpredictable deployment of HeNBs, also the celivimch this new HeNB is activated is selected
randomly from the cells not yet occupied by any Bel®nce the HeNB and its users are placed
(randomly) in the cell, the channel condition betwehe users and the active HeNBs is estimated.
This is the phase in which the HeNB connects tows users, and then it schedules the users only
on its Priority Chunk’'s PRBs. After that, the ifeence levels of the other HeNBs are updated.
Now they experience a higher interference on th&¥$Relonging to the new entering HeNB'’s
Priority Chunk. After the update phase the FSU rtligon described in section 4.1 takes place, and
the first HeNB of the queue performs its spectr@ection phase. Moreover the previously active
HeNBs change the value of the PCF used on theeptsted HeNB'’s Priority Chunk, recalculating

all the PRBs power assignment.
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Leaving

The HeNB that leaves the system is selected randbiorh the active ones. When a HeNB leaves
the system the shared information are updatedidgl¢te leaving HeNB from the list and the

gueue. As a consequence the other HeNBs will upiti@ie interference levels and power levels.
Than the FSU algorithm continues with the new apnfation. If later on, in the simulation the cell

that has just left will be used for a new entraesent, the new configuration will be totally

independent from the previous one, so the HeNBdcaalect another Priority Chunk, have a

different position and a different users set (nun@me positions).

The spectrum assignment to HeNBs in the Reuse éselinas been done considering the cell in
which the HeNB is positioned, meaning that the HeNBcells 1 and 3 will use the first half of the
total spectrum, while the HeNBs in cells 2 and 4l wse the second half. This assignment is
unlikely in the real world with unpredictable dephtoent of HeNBs, since when a HeNB is
switched on, it does not know its position and imchk cell it is deployed. In the FSU algorithm this
has no relevance, since the entering HeNB seleet®tiority Chunk only based on which Priority
Chunks have already been selected, and it canhgetkhowledge by the shared information

exchanged through OTAC, while the location inforimatdoes not need to be retrieved.

Since in these simulations we are interested tohe®e the algorithm reacts to changes in the
system, a simplification on the scheduling has bmaade. In order to maintain the fairness between
users, to each one it should be assigned the samben of Priority Chunk’s PRBs. But in general
Npc is not an integer multiple of the number of udara cell, so at each scheduling session some
user could have one Priority Chunk’s PRB less thder. The fairness should be maintained by
starting the next scheduling session allocatingPtherity Chunk’s PRBs starting with the user that
in the previous session had been “penalized”. Taises changes in the mapping of users to PRBs
between two consecutive scheduling sessions and,ca@asmsequence, changes in cell throughput,
even if the PRBs used are the same. So in ordérctes mostly on the reactions of HeNBs to
changes in the system, the fairness between uasradt been considered and at each scheduling
session the allocation of the Priority Chunk’s PRiBgays starts with user 1, and so the mapping
and the resulting throughput does not change betvwee consecutive sessions, if not for a
different spectrum allocation or changes regardivegother HeNBs (spectrum selection changes,

entrance or leaving event).
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In the results description the indexes of the HeldBsassociated to the priority chunk they select
in the FSU algorithm, e.g. if an HeNB, in the FSgoaithm, chooses the second Priority Chunk, it
will be called as HeNB-2, independently of the @ngewnhich it enters in the system and the cell in

which it is located. It will be called with the sarmdex also in the Reuse scheme.

5.7 Dynamic Allocation Scheduling

After having analyzed the performance achievedHhgy groposed algorithm and compared with
other reference schemes in static and dynamic sospan example of how its performance can be
improved has been investigated. In particular, esithe thesis is focused on RRM functionalities,

the impact of a scheduling technique different fritw& simple Round Robin has been studied.

The scheduling technique considered, is the sead@lynamic Allocation Scheduling described in
section 2.1.5. The Dynamic Allocation scheduling b& easily used in our algorithm without the
necessity of additional information, since the HaNtave the knowledge of the SINR level for all

the users in all the PRBs, needed by the considateeduling scheme.

In the simulations the spectrum used to schedwdeutiers is selected by the HeNBs in the same
way used in the previous simulations where RoundifRgecheduling was implemented, so the
PRBs with the highest average SINR (equation (4atg) selected as available, as specified in
section 4.2. Only the way the selected spectruassgyned to the users by the scheduler is different
Dynamic Allocation scheduling is a little more cdew than the simple Round Robin, but it is
expected to bring significant performance improvetneince it is a SINR aware scheduling

technique.

The simulations have been performed in both statid dynamic scenario. In the static case, in
order to compare the performance with respect ltdhal schemes considered so far, the FSU
algorithm with power control and Dynamic Allocati@eheduling has been compared to the FSU
with power control and Round Robin scheduling anthhe reference schemes, i.e. frequency
reuse 1, 2 and 4 that also implement the RoundrRsadfieduling. In the dynamic case instead it has
been compared only with the FSU with power cordrad Round Robin scheduling, in order to see

if the two schemes react in the same way.
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CHAPTER 6

Simulation Results

This chapter gives the results and comments owahieus simulations performed, that have been
described in detail in the previous chapter. Irtipalar section 6.1 gives the results of the static
simulations, where firstly a basic version (withqudwer control) of the proposed algorithm is
compared to the reference schemes (frequency Reu2eand 4) and then the power control
described in 4.3 and 5.5.2 is introduced. Secti@r&ports the results for the dynamic simulations
completing the analysis of the performance achiebgdhe proposed FSU algorithm. Finally
section 6.3 shows the performance improvement ¢hatbe brought by an opportunistic SINR
aware scheduling technique such as Dynamic Allona8cheduling with respect to the use of a

simple Round Robin.

6.1 Static Simulations Results

6.1.1 Basic FSU vs. Reuse Schemes

As specified in section 5.1.1 the considered séesare the indoor office and home scenarios. The

results for the two scenarios are presented saharat

1) Indoor Office Scenario

Figure 6.1 presents the mean cell throughput atalgeuachieved by the different schemes. It can
be seen that Reuse 2 scheme achieves the high#stnmce in cell throughput among the
considered schemes, since it gives the best triideiwveen the interference level and the available
spectrum. The proposed FSU algorithm does not perfas well as Reuse 2 scheme, but its
throughput is very similar to Reuse 4, becausen eivé has a higher available bandwidth than
Reuse 4, it wastes a part of its total power asa@xgd in section 5.5.1. This is also the reasoitsof

considerable lower throughput value with respe®¢ose 2 scheme.
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In medium traffic load conditions Reuse 1 schemabighly penalized since it cannot exploit its
strength, that is the available bandwidth, to owere the high interference level, since it can use a
most 60% of the total band. This is the reasontfmMorst performance in both throughput and

outage.

Reuse 4 gives the highest performance in outageighput, since even the users in bad condition
will experience a good SINR level, due to abserfaaterference and to the high transmitted power
on the single PRBs, since the total transmittedgydvas to be distributed between a low number of

PRBs (at most those belonging to the Priority Chunk
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Figure 6.1: Indoor Office Scenario. Average Celldighput a) and Outage b) for Basic FSU.

FSU algorithm achieved outage is considerably lothan Reuse 4 and 2, due to both waste of
power, that reduce the power used for data trarssomislimiting the SINR, and uncontrolled
interference (no power control assumed here),ddases high interference, in particular to users in

bad conditions.

From figure 6.2 it can be seen that FSU has woes®imance than Reuse 2, but better than Reuse
1, confirming what stated by the previous resultampared to Reuse 4, FSU has lower
performance at low percentile values (under 55%g, t the higher interference that in Reuse 4 is
completely absent. At higher values of percentie ESU goes better, since it exploits its larger

available bandwidth that allows users in good coowl to achieve a higher throughput than in
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Reuse 4. These are the reasons of the lower vdlUeSU outage but almost identical cell

throughput with respect to Reuse 4.

Reuse 1
Reuse 2
Reuge 4
—FSU

CDF

25 30

User throughput (Mb/is)

Figure 6.2: User Throughput CDF in Indoor Officee®ario. FSU vs. Reuse Schemes.

2) Indoor Home Scenario

From figure 6.3 it can be seen that in a home saerihe achieved performance changes. In
particular the mean cell throughput of the Reusel®me is still the best one, but its gain with
respect to the Reuse 4 and FSU schemes is redlitisds due to the fact that in this scenario the
HeNBs are closer each other than in office scenanoceven if in Reuse 2 the assignment of the
usable spectrum to HeNBs is done in order to maarthe distance between two HeNBs using the
same spectrum, they are anyway very close. In Rdudgs has no effect since the inter-cell
interference is null, while the FSU scheme, thaiokigs flexible spectrum selection, can overcome
the higher vicinity of interfering HeNBs selectitfte PRBs so that the interference experienced is
minimized. This is particular beneficial for theeus in bad conditions, as it can be seen from the

outage that here is almost the same as in Reuseehs.

Another observation that can be done looking atréds.3, is that the values of the performance are
higher with respect to the office scenario fortlhé schemes. This is due to the higher vicinitthef
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users to their serving HeNBs that leads to a higbeeived desired power, and that overcomes the
interference increase, thanks to the fact thaPh Loss function grows logarithmically with the
distance between a user and a HeNB. This meaniagttie path loss reduction obtained by
reducing the average distance between a user ansething HeNB, is higher than the path loss
decrease resulting from the reduction of distanegvéen the user and the interfering HeNBs.
Moreover, in medium traffic load conditions, in @eal, the interference is not present on all the
PRBs used by one HeNB, since the other HeNBs do@ed the whole system bandwidth, and so
on those PRBs, only the gain resulting by the highanity of the users to the serving HeNB is
present. Thanks to these two reasons the total 3¢M& in each cell is increased resulting in

higher cell throughput and outage.

An observation that has to be done is that in shienario the outage values are extremely higher
than in office scenario. This is not only due te tiigher SINR values, but mostly to the higher

number of PRBs assigned to each user, that acgptalithe assumptions made is tripled.
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Figure 6.3: Indoor Home Scenario. Average Cell Tgbput a) and Outage b) for Basic FSU.

Figure 6.3 b) shows that in this scenario ReuseMeses the highest performance as before, but
now its gain with respect to the other scheme issicerably higher, since it just benefits of the

increased received power by the serving HeNBsbaintg affected by the increased interference.
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Figure 6.4 shows the CDF of the user throughputand can be seen the FSU algorithm is very
close to Reuse 2 scheme in this case. Their peafozenare worse than Reuse 4 for low percentile
values, due to the reason explained before, whitegh percentile values they perform better than
reuse 4, since they exploit their larger availdidedwidth. The worst performance are again given
by Reuse 1, that, as it is simple to imagine, I8 #tenario is even more penalized than in the
previous one, since the HeNBs are very close tb elter and, with the assumptions made, with
this scheme they all use the same spectrum, cgeatiry high interference to each other, resulting
in very poor performance. It can be verified by tigher gap between Reuse 1 CDF and the other

schemes CDFs functions.
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Figure 6.4: User Throughput CDF in Indoor Home Saém. FSU vs. Reuse Schemes.

Globally speaking the proposed FSU algorithm aahiewer performance than Reuse 2 and 4 but
higher than Reuse 1. In particular it does notquerfvery well in outage due to the absence of
interference limitations (no power control has bessaumed here). So with the introduction of an
interference control mechanism such as power chnthe FSU algorithm performance are

expected to give better results.
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6.1.2 FSU with Power Control

Before starting to analyze the performance achidwedhe use of power control, it is worth

verifying if the limitation introduced by power cwal effectively reduces the interference as it is
expected to do. In order to verify this, the inteehce on the Priority Chunks’ PRBs has been
evaluated for FSU with and without power contraheTresults are presented in figure 6.5, where
the mean interference level on the Priority Churik&Bs for the two schemes and for 50 different

office scenarios is showed.
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Figure 6.5: Priority Chunks’ PRBs Mean Interfereriaevel in nW.

As it can be seen from the figure 6.5 the interfeeson the Priority Chunk’s PRBs is considerably
lower if power control is used, as it was suppotedbe. In particular the average interference
reduction is in the order of 55%. Now that thetfobjective of power control has been verified, its

performance can be examined.

1) Static Indoor Office Scenario

Figure 6.6 a) and b) present the throughput andgeuperformance of the FSU algorithm with
power control compared to the other schemes aralyetore, for the indoor office scenario. From
figure 6.6 a) it can be seen that the throughpsulte increased with respect of the basic versfon o

the FSU algorithm, thanks to the interference rédnand the lower waste of spectrum. The value
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of the gain is 10%. Despite this gain the FSU atgor throughput is lower than Reuse 2 scheme
that is still the best scheme for throughput. Feg6ré b) instead shows that the introduction of
power control results in a considerable performamsprovement in outage. In fact the gain

achieved by the use of power control is in the oode80%. Moreover it performs even better than
Reuse 2 thanks to the extremely low interferenta, is not totally absent as in Reuse 4, that still

achieves the highest outage throughput.
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Figure 6.6: Indoor Office Scenario. Average Celldinghput a) and Outage b) for FSU with Power Cohtro

Considering the user throughput distribution, tH2FGn figure 6.7 confirms that FSU with power
control has in general better performance than R&hout power control. In particular its gain is
more evident at percentiles lower than around 0fe This is due to the high gain that users in bad
conditions experience thanks to the interferencieicon achieved by power control, and this is
even more evident at very low percentiles up to 208 where the FSU with power control

performance are very close to reuse 4 scheme mydlghigher than reuse 2 scheme.
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Figure 6.7: User Throughput CDF in Indoor Officee®ario. FSU with Power Control vs. Reuse Schemes.

2) Static Indoor Home Scenario

Figure 6.8 a) and b) present the results in indmone scenario. The most relevant result given by
figure 6.8 is that in this scenario the FSU aldontwith power control achieves higher cell

throughput than Reuse 2 scheme, with a gain ofrB&eghing the highest performance between the
considered schemes. This is due to the fact thtter-SU algorithm the HeNBs can use as much
PRBs as needed, while the interference is mairdaahe low level thanks to the presence of power
control and to the flexibility of the algorithm,ahallows the HeNBs to choose always the PRBs on
which they experience the lowest interference. Watdpect to FSU without power control the gain

achieved in this scenario is 7.5% in throughpue50 outage.
In figure 6.9 the CDF of the user throughput isvebd, and as it can be seen it confirms the

considerations resulting from figure 6.8. The FSithwower control has the best performance

apart that for values of percentile up to th¥ 2Bhere the Reuse 4 gives the highest performance.
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From the static simulations performed it can beiveer that the proposed FSU algorithm, in
medium traffic load conditions, gives good perfonoe, in particular in a very small range scenario
such as the indoor home scenario. Moreover th@iuaenechanism, such as the power control, that
limits the interference created on the additionRBB, brings a considerable gain, allowing our
algorithm to achieve performance comparable with libst fixed reuse schemes (Reuse 2 for the
cell throughput and Reuse 4 for the outage throughMoreover it has to be taken into account the
waste of power generated by the proposed FSU schermasder to perform the channel estimation,
that limits the achievable performance. The lastrimi the least thing that has always to be taken
into account, is that the FSU algorithm operateseiifroptimizing manner without the necessity of
a previous preplanning while Reuse 2 and Reusehdnses, which give respectively the best
throughput and outage performance between theereferschemes, require a preplanning phase.

Now that the proposed FSU algorithm has demonsttatbe able to achieve good performance, its

strength in a dynamic scenario has to be analyiregarticular its self-configuration and, more

important, self-optimization capabilities in sudesarios.

6.2 Dynamic Simulations Results

Before starting to describe the results it is woeimembering that now, in the dynamic simulations,
both the PCFs are used, while in the static sinariatonlyPCF,.is effectively used, due to the
absence of free chunks. So in this case both specselection and power control are self-

optimized. We here remember thaF,.c andPCF;ee are equal to 5% and 50% respectively.

6.2.1 FSU with Power Control vs. Reuse 2

1) Dynamic Indoor Office Scenario

Figure 6.10 shows the evolution of the cells thigqug during the simulation execution. The time
index is reported on the x axis and the value efttlmoughput for each cell is reported on the g.axi
The vertical dotted lines represent the time inoieentering and leaving events, used to clarify how

the performance change after one of these events.
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Figure 6.10: Cells Throughput in Indoor Office Sagn. FSU with Power Control vs. Reuse 2.

From figure 6.10 it can be seen how the two contpaolhemes behave differently to entrance and
leaving events. The higher flexibility of the FSUg@ithm can be clearly seen in the intervals
between two consecutive events, where the HeNB#otadapt and optimize their configurations
after the last event. In particular two examplestiod self-optimizing capability of the FSU
algorithm are marked by the two circles in the feguFrom them it can be seen that after a
performance worsening due to a new HeNB entrainee ptevious active HeNBs react changing
their spectrum selection, trying to overcome theeptial performance decrease. In some cases they
are able to find other good (high SINR level) PR&sise, bringing their performance at almost the
same level as they were before, as it happensicdbes marked by the two circles in figure 6.10,
but sometimes they cannot find so good PRBs angddhe improve their performance just a little
bit. The latter case is more probable when themnifigh number of active HeNBs, and so it is
difficult to find free or, in general, very good BR as it can be clearly seen from figure 6.10,iwhe
the HeNB-4 enters the system for the second timee (index=91) and, for example, HeNB-3 is not
able to bring its throughput at the same levelaswefore, because there are no more free (or with

very low interference) PRBs.

Moreover figure 6.10 shows that in the FSU algonithn entrance or leaving event influences the
whole system, while in the Reuse 2 scheme at mesHzNB is influenced by one of those event.
In fact, after an entrance/leaving of an HeNB alinadisthe other HeNBs experience a throughput

decrease/increase in FSU, while in Reuse 2 onlyH#¢B to which the same spectrum is assigned,
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i.e. HeNB in cell 3 (or 4) if the event happen @lld (or 2) and vice versa. In figure 6.10 it dan
clearly seen in the interval between time index(M@8NB-4 leave the system) and 92 (HeNB-4
enter again in the system), where in FSU all thBlBgexperience a performance change, while in
Reuse 2, it happens only for one HeNB (HeNB-1 is ttase). So the FSU has a higher fairness
between the HeNBs.

Even if in the FSU algorithm an entrance/leavingrévcauses reactions of all the active HeNBs,

the situation converges to a steady state aftdroat svhile, so the system is stable if no other

changes happen.

2) Dynamic Indoor Home Scenario

The self-optimization capabilities of the propo$e®lJ algorithm are even more evident looking at
figure 6.11. In particular it can be easily seerewlthe HeNB-4 (green line) enter for the second
time in the system (time index = 41), and the pentnce of HeNB-3 (pink line) considerably

decrease in Reuse 2, since the two HeNBs haveathe sisable spectrum. In the FSU algorithm,
instead, initially the throughput decrease, sin@NB-3 was using some PRBs belonging to the
fourth chunk, but as soon as it can update itstepacits performance rise up again, demonstrating
the FSU self-optimization. The same consideratimasle in the office scenario, about the HeNBs

fairness, can be done also in this scenario.
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Globally speaking the proposed FSU algorithm adsesimilar and, in some cases, even higher
performance than Reuse 2 confirming the resultgiogd in the static simulations. Further, in these

dynamic simulations its self-optimization capai®kthave been demonstrated.

As it has been said before, the self-optimizing RBApabilities we have considered are expressed
in terms of autonomous spectrum selection and fgeaf two different PCFs. The autonomous
spectrum selection has the greatest impact on én®rmance, since it aims at maximizing the
SINR level for each single HeNB reacting to changdabe system, while the use of two PCFs aims
to exploit the absence of some HeNBs. From thedg6.10 and 6.11 the role and the impact of the
autonomous spectrum selection is clear, while the and impact of the use of two PCFs instead
than only one have not been clarified yet by thevjmus simulations. Hence the FSU with the use
of two PCFs RPCF,.c and PCF¢ has been compared also to a situation in whidia BEF,. is
used on all the additional PRBs, regardless theers/e chunk is occupied or not by any HeNB.

6.2.2 FSU with 2 PCFsvs. FSU with 1 PCF

In figure 6.12 and 6.13 it can be seen that theofis&o different PCFs brings a throughput gain in
some circumstances, with respect to the case withane PCF, for both indoor office and home
scenario. In particular the gain can be found winenHeNBs are not all active, since in that case
there is at least one free priority chunk and haftthe PCFs are effectively used, while if all the
HeNBs are active onliPCF, is effectively used. In fact, as it can be seanefcample from the
figures below (time index 56 — 76 and 91 — 111¢, ttiroughput of the two schemes are almost the
same when all the HeNBs are active. The gain ispnesent each time there are less than four
active HeNBs, since in some cases it can happeritbddeNB does not need additional spectrum
(Nreo< Npc), or that the gain resulting by the higher valfi®®GFee is compensated by the higher
waste of power (in the case HeNB needs only a smatiber of additional PRBs), or by other

active HeNBs that are using the free chunk creatitegference.

It can also be seen that when a HeNB changesetdrsin allocation, the performance variations,
with the use of two PCFs, are higher sometimess iBhilue to the fact that the HeNB moves from a
PRB where it useBCF,.. to one where it can us¥Ch;ee Or Vice versa. This is what the use of two

PCFs was supposed to achieve, that is the expiwitat the presence of free Priority Chunks.
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6.3 Dynamic Allocation Scheduling

6.3.1 Static Scenarios

In figure 6.14 and 6.15 the performance resultgHerstatic office and home scenarios are reported.
As it can be clearly seen from these pictures,amni was expected to be, the use of a SINR aware
scheduling technique brings considerable improvésadis performance are highly better in both
cell throughput and outage than all the other awred schemes that, we here remember, all use the
Round Robin scheduling. Referring to the FSU witbhuRd Robin the throughput average gains
achieved are the 31% in office scenario and 20%®me scenario, while in the outage the gains are
85% and 42% respectively. The differences in géanghe two scenarios are due to the smaller
cells size of the home scenario. In fact, sinceRR#Bs to use are selected by the HeNBs taking
those with the highest mean SINR level, it can leapiat one or more PRBs are not good for some
users (for example those farther away from the Isés#on), but they are particularly good for
someone else (those close to the base statiothes@sulting mean SINR level is rather high and
they are selected as usable. In Round Robin, duhegscheduling phase, these PRBs can be
allocated to the users for which they are bad PRBdge in Dynamic Allocation it probably does
not happen since the HeNBs take into account tN&R3ével of each PRB for each user. In office
scenario the performance degradation due to thgresent of bad PRBs to users is higher than in
home scenario, since in the latter one even thes dagher away from the base station cannot be
anyway too far. More clearly if we consider one P&MI two users, one placed in the best position
and one in the worst position for that PRB, thdedénce of the SINR levels of the two users in
home scenario will be surely smaller than in offseenario. Thus if that PRB will be assigned to
the user in worst condition instead that to ther usebest condition, in home scenario the
performance worsening will be lower than in offiseenario. So using a SINR aware PRB

scheduling such as Dynamic Allocation results ghier gain in office scenario.

Referring to the reuse schemes the use of the F8UDynamic Allocation achieves throughput
gains of 19% and 25% in office and home scenaspeetively, with respect to Reuse 2 schemes
that resulted to be the best reuse scheme inhgelighput. Instead in outage throughput the best
reuse scheme is Reuse 4, against which the FSUDyitlamic Allocation achieves a gain of 45%

in office scenario and 29% in home scenario.
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Figure 6.14: FSU with Dynamic Allocation Schedulirgrformance vs. Round Robin in Static Indoor @fficenario.
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6.3.2 Dynamic Scenarios

Figures 6.16 and 6.17 report the results for dynandoor office and home scenarios respectively.
These results confirm what showed by the statitkitions, i.e. that the use of Dynamic Allocation
brings significant improvement in cell throughput.

Anyway the aim of these simulations was principélycompare the reaction to changes of the two
schemes, and as it can be seen from the figuresvbéile reactions to changes in the system are
almost identical. This is due to the fact that sthedulers do not chose the spectrum to use by
themselves, but it is given to them as an inpud, iars selected in the same way by each HeNB, as
specified in section 5.7. The schedulers are agdponsible of allocating the given spectrum to the

users.
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Figure 6.16: Cells Throughput in Dynamic Indoor ioéf Scenario. Dynamic Allocation Scheduling vs.rRbRobin.
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Figure 6.17: Cells Throughput in Dynamic Indoor Hei®cenario. Dynamic Allocation Scheduling vs. Rdralin.

Finally, the Dynamic Allocation Scheduling has dersivated to be an interesting addition to the
proposed FSU algorithm since it brings significaetformance improvement, while maintaining
the same users fairness and the same reactionildggmzmthan Round Robin. Moreover it does not
require any additional information or particulareogtions, but just a modification in the way the

PRBs are assigned to users, so the added compiexityy low.
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CHAPTER 7

Conclusions and Future Works

In this chapter the final considerations aboutwloek of this thesis are given. In particular seetio

7.1 comments the obtained results and sectionigc2skes the challenges related to future works.

7.1 Conclusions

This thesis deals with one of the most critical lidmges that the expected large femtocells
deployment brings with it, that is the inter-ceitarference management through the use of self-
optimization mechanisms. Self-optimized technigaes particularly useful in a scenario with
unpredictable and uncoordinated base stations geglot, as the Local Area Deployments are
supposed to be. In particular the proposed alguorith focused on the automation of some Radio
Resource Management operations, such as specttaati@® and power control, always with the

final goal of minimizing the inter-cell interferemavhile achieving high performance.

The self-optimization of the spectrum selectiorp&formed through a Flexible Spectrum Usage
(FSU) mechanism, which allows the base statioroéxist and share a common spectrum pool in
a flexible manner. The coexistence and fairnessvdert HeNBs is guaranteed by means of a

prioritization in the usage of parts of resourcengd Priority Chunks.

The static simulations showed that the proposedrithgn, that implements both FSU and power
control, achieves performance comparable with thet fixed reuse schemes for both mean cell
throughput and outage. In particular, in the smalldl size scenario (home scenario) the proposed
algorithm’s achieved throughput is the best onéyben the considered schemes. Moreover it has
to be considered that the FSU algorithm wastesriagbdhe total transmit power for the channel
estimation, reducing the achieved performance,eninilthe reuse schemes has been assumed that

the HeNBs always use the firblzeg PRBs between those available, without performing an
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spectrum selection, so they do not need to transomver for reference signals and the whole power

is used only for data transmission without waspoger.

The dynamic simulations demonstrated the propokgithm’s autonomous reaction capabilities,

which is a really interesting feature in such anscm.

The main objective of the power control is to lirthie interference, in particular on the HeNBs’

Priority Chunks. The interference reduction brimgsonsiderable improvement in outage, i.e. the
throughput of the users in bad conditions. In patér the use of two power control factors allows a
self-optimized power allocation to PRBs, and istipalarly beneficial when not all the resource

chunks are occupied.

A self-configuration mechanism is used, that is Bréority Chunk selection performed by the
HeNBs autonomously as soon as they are poweredioply listening what the other potentially
active HeNBs are transmitting. So no pre-configoraiand only a little amount of information

exchanged between the HeNBs are needed.

The last simulations have demonstrated how theopwadnce of the proposed algorithm can be
easily improved by adding a bit of complexity tee thcheduling phase, without the necessity of

additional information for the HeNBs.
Finally, the inter-cell interference managemengxitble spectrum usage, self-configuration
(autonomous initial Priority Chunk selection) amdf-®ptimization (autonomous spectrum selection

and double Power Control Factors usage) capabilitig¢he proposed algorithm, make it a valuable

solution for LTE-A Local Area Deployments.

7.2 FutureWorks

During the work of this thesis some simplificatidmsve been made that could be reconsidered for

further studies. In particular the algorithm beloawin more realistic scenarios can be investigated.
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Number of Priority Chunks

First of all, in order to allow the assignment oifoFity Chunks to cells, it has been assumed tnat t
maximum number of cells in a scenario is knowniarp4 in our case). This assumption looks like
a sort of pre-planning, because the HeNBs shoutdvkimat number that in general is different in
each specific scenario. One possible solutionigodbuld be to find a scalable method to divide the
spectrum in chunks in a way that it adapts to tmalrer of active HeNBs, e.qg. if there are only two
active HeNBs, the whole spectrum is divided in tRRority Chunks, but when another HeNB
enters in the system another Priority Chunk isteedaking an equal number of PRBs from the
previous two Priority Chunks. Another solution abblke to fix a maximum numbéhyax of Priority
Chunks that could be valid in whatever scenarid, ibthe actual number of active HeNBs is equal
to Nuax and another HeNB enters in the system, it carcséhe Priority Chunk selected by the
HeNB from which it experiences the lowest interfere. Basically it is something similar to a reuse
scheme, where the selection of the Priority Changearformed autonomously. The valueNafax
has to be accurately studied, since a too low vihogs the scalability and can create too much
interference, since the HeNBs using the same Bri@hunk would be too close to each other.
Instead a too high value would limit the numbeP&Bs belonging to each Priority Chunk limiting

the performance as a consequence.

Traffic Mode

Another simplification has been done on the traffi@del. In this thesis it has been assumed that the
users requirement is expressed only in terms ofbeuraf PRBs, that is the same for all the users.
What happens in more realistic scenarios can bestigated, i.e. more realistic traffic models such
as Best Effort or Constant Bit Rate and differeniaf@y of Service (QoS) requirement for each

user.

Dynamic Scenario

The dynamic scenario has been simulated only censm the entrance and leaving of base
stations. In the real world entrance or leavingnéveof the base stations are quite rare, while a
higher dynamism is expected for users that conmedtdisconnect more frequently to the network,
leading to variable traffic load conditions in tbels. Moreover no mobility has been assumed here,
while in the real world users use connection whiley are on the move. How the proposed

algorithm behaves in such a scenario could betaneisting study subject.
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Waste of Power

As explained in the simulations description, weénassumed that each HeNB that needs additional
spectrum transmits power on all the PRBs in ordealtow the users to estimate the channel
condition. This causes a waste of power on the RRBd only for channel estimation, that reduces
the useful power for data transmission, limiting ferformance of the proposed algorithm. So if
the waste of power could be limited, the perforneanould be higher. A solution to this waste of
power could be to transmit the reference signacf@nnel estimation not on the whole band at all
the times, but alternatively on different partsspectrum, for example only on one chunk at each
time interval. Thus at each time interval the powansmitted only for channel estimation is
reduced, limiting the waste of power. The disadagatof this is less precise channel estimation,
since it is performed with lower frequency on eB&B, causing a slower reaction to changes in the
system. If a good trade-off between waste of paweduction and fast reaction to changes is found,
the performance of the proposed algorithm can Ithdu improved. Moreover from a mobile
device point of view, performing the estimationtbe whole bandwidth at each time is expensive
in terms of power consumption, therefore a mobdeice would benefit from the reduction of the

band on which the estimation has to be done.

Scheduling Technique

Other possible studies can be done on the schedtdichnique, considering the possibility of
adding self-optimization capabilities to it, meamihat it can be considered the possibility to adap
the way the HeNBs allocate the PRBs to the usgrsribng on the surrounding environment. For
example if the global interference level in a eglparticularly low, due for example to the absence
of surrounding active HeNBs, the HeNB could dec¢@adopt a scheduling that maximize the total
cell throughput, such as Max C/I (see section 2.1eslucing the fairness between users, since even
the penalized users will probably achieve goodquarénce. The same solution can be used also if
the interference level is not so low, but if akkthsers in bad conditions do not have particulgin hi
QoS requirements (e.g. require just a little amafnspectrum), so that the HeNB can prioritize
users in good condition without compromising théiséaction of users in bad conditions. The
possibility to autonomously switch between différecheduling techniques depending on the users

requirement and surrounding environment, can sumehg significant performance improvements.
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APPENDIX A

Example of Dynamic Scenario

Here a detailed description of what happens dulfiegentrance and leaving events is given with
particular interest on the shared information. tdeo to give just an exemplification it has been

supposed that 2 consecutive entrance events hagpethen one of the 2 HeNBs leaves.

At the beginning no active HeNBs are present instystem and the shared information lists are not
being created yet, but it is assumed that at thiist phey are present, though they are empty. én th
real world they will be created by the first entgriHeNB, since it senses that there are no any othe
active HeNBs. In the list of active HeNBs, the nasheach entering HeNB will be inserted in the
entry relative to the Priority Chunk (PC) it hadested, while the queue will be filled with the

names of the active HeNBs in the order they emténe system, starting from the left to the right.

ACTIVE HeNBs
PC1 | PC2 | PC3 | PC4

QUEUE

First entrance

The entering HeNB first selects its Priority Chundely, since the chunks are all available. In this
case it has been switched on in cell 2 and it eected the Priority Chunk number 1 (there is no
dependence between the cell and the choice ofribatf? Chunk that is totally random). Then the

HeNB fills the shared lists and starts to connedtst users using its Priority Chunk.

10 e

- . + * * ACTIVE HeNBs

. R o S NS N PC1 | PC2 | PC3 | PC4
* * +

25 ** o HeNB'l

0 - <

5

10 QUEUE

2 HeNB-1

0
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For clarity, the just entered HeNB has been callebB-1 not because it is the first to enter in the
system, but because it has chosen the Priority Chumber 1, respecting the nomenclature used so
far in this thesis.

Subsequent entrances

When another HeNB enters the system and sensesnhBeNB is already active, it reads the
shared lists received and selects one of the remgairiority Chunks (2, 3 and 4 in this case)
autonomously. In this case the entering HeNB hbectsal the Priority Chunk number 4 and it has
been switched on in cell 1.

10 PN
| - + i " ACTIVE HeNBs
3 [+ * +, * v @
* » Ao PC1 | PC2 | PC3 | PC4
+ |+ SO
+ HeNB-1 HeNB-4
* *
¥ *
QUEUE
HeNB-1| HeNB-4

B0 70 a0 a0 100

The queue is updated by adding HeNB-4 after HeN@#ile the list of active HeNBs is updated
inserting the name of entering HeNB in the positiefative to the Priority Chunk selected” (i
this case). As soon as the HeNB-4 starts to trans#eiNB-1 can update its knowledge about the
interference condition on all the PRBs.

L eaving event

When an HeNB leaves the system the only actiondot@re to update the shared lists and the
interference knowledge by the other active HeNBsHéNB-1 leaves the system the shared
information are updated as follows:

40

| ol NED ACTIVE HeNBs
’ PC1 | PC2 | PC3 | PC4
HeNB-4
QUEUE
HeNB-4
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If later on, in cell 2 an HeNB will be switched again, its position, the number and position of its
users and the Priority Chunk it will select will m®mpletely uncorrelated with the previous

configuration.

Considering the nomenclature of the HeNBs used, lieian be noticed that the list of active
HeNBs can be even eliminated, since the queuedireantains the information of which priority
chunks have been selected by the active HeNBsthantist of active HeNBs does not give any
further information. Thus, in this case, the amaooiinformation needed to be exchanged can be

reduced to the single queue information.
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