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#### Abstract

A complete statistical model for italian nowels is presenter. The classification method containe the araptive mrocerure wioh makes possible the evolution of the regions characteristic of each vovel in the F1-F2 plane and the effectrveness of which has been verified in a previous work [1]. In this paper, each part of the atoorithm is described in its theoretical detail and justified on the basis of an extended experimentation. Results are given provina the accuracy of the classifier for vovel segments independent of the context and prosody and dependent upon the content and prosody.


## INTRODUCTION

The problem of eliminating inter-speaker differences without using any a priori knowledge about the input speaker has been analyzed in a previous paper [1]. A method has been proposed as an alternative to the normalization of the recognition parameters by computing the vocaltract length [2]. This method makes possible the evolution of the characteristic regions of each vowel (which we call "vowel zones") in the first and second formant frequencies (Fl and F2) plane, representing the statistics of several speakers, to the vowel zones of the speaker under examination, representing the statistics of this specific speaker. Further work has been done to improve and complete the model, by investigating the context and prosody dependency of the vowels for a single speaker (for several speakers) and by specifying in the model this component of variability.
The complete statistical model used is illustrated and the updating procedure is justified on the basis of the experimental results obtained.

## DESCRIPTION OF THE ALGORITHM

[^0]As the classification procedure is very simple, aore emphasis will be put on the adaptive aspects of the algorithm by carefully investigating its mathematical description and its associated physical meaning.

## Analysis of the $n^{\text {th }}$ frame

The analysis is made on speech segrents of a duration of 12.8 ms. The speech signal is filtered at 5 kHz and sampled at 10 kHz . The quality of the signal considered is good (\#40 dB of $S / N$ ratio). The isolated words as well as the continuous sentences of natural speech used for the experimentation are acquired in the normal experimental environment.

For the analysis of the $n^{\text {th }}$ frame, two parameters have been decided to be sufficient information to give to the classifier: the well known first and second formant frequencies. A study has been macle to verify the opportunity of using also the third formant frequency; experimental results have shown that the improvement obtained by adding this third parameter is practically inexistent. This fact can be explained by the following consideration: as for the italian language there are only seven classes of vowels (only particular dialects could present hore classes of vowels), the corresponding vowel zones have room enough to be sufficiently separated, and their characteristics in the F1-F2 plane are sufficiently different to be represented by non-overlapping ellipses. Problems arise for the vowels /e/ and $/ \epsilon$, as well as for $/ 0 /$ and $/ 0 /$, but they are mainly due to the insufficient accuracy with which the nanual classification is used in order to generate the initial statistics. In fact, it is often very difficult to determine whether these vowels are open or closed when pronounced in continuous sentences since the speaker does not pay attention to the correct pronounciation of the worcis, being wore influenced by his own way of pronouncing them. This is not the case when isolated words are pronounced (the speaker can be instructed to pronounce the words with the right pronounciation and he "collaborates") and the situation for these vowels is not critical.

More particular attention must be paid to the confusion between /i/ and $/ \mathrm{e} /$ and between /u/ and /o/, but also in this case the third formant has not shown to solve these problems.

## The classification procedure

The classification procedure is based upon the classical maximum a posteriori probability rule, as already described in [1]. For each vowel sequent under exatination it is decided that it belongs to class $i$ when one has:
where

$$
P\left(V_{i}\right)>P\left(V_{j}\right) \text { for any } j \neq j
$$

$$
P\left(V_{i}\right)=\frac{P_{i} \delta_{i}}{\sum_{j} P_{j} \varepsilon_{j}}
$$

$P_{i}$ indicates the a priori probability and $g_{i}$ the gaussian protability density function (pdf), corresponding to vowel class $j$.

The choice of considering raussian pdf is not restrictive but has been justified in [1] (and consequently the use of elliptic areas as a means for representing the vowel zones).

## Updating procedure

The updating procedure has leen intuitively described in [1] and here its rigourous justification is presented (see also [3]).

Let $g_{i}(0)$ be the gaussian pdf , corresponding to the vowel class i, at the first step. This pdf is characterized by the following paraneters:

1. the wean value $m_{i}(0)$
2. the covariance miatrix $C_{i}(0)=F_{i}+U_{i}(0)$

As one can see, the covariance matrix is the sum of two matrices $F_{i}$ and $U_{i}(0)$, where $F_{i}$ does not chance as the classification proceeds in successive steps, and $\mathrm{U}_{\mathrm{i}}(0)$ is updated as soon as a vowel semment is decided to belong to class i.

Updating equations have to be considered now, in order to show how the vowel zones can evolve towards those of the speaker under examination.

At step $n$, after having analyzed the vowel segnent and having attributed it to the vowel class $V_{i}$, the parameters of the corresponding gaussian pdf $g_{i}$ are updated in the following way (by $x(n)$ we indicate the vector of measurements at step $n$ )
$w_{i}(n+1)=F_{i}\left[F_{i}+U_{i}(n)\right]^{-1_{r_{i}}}(n)+U_{i}(n)\left[F_{i}+U_{i}(n)\right] x(n)$ $U_{i}(n+1)=F_{i}\left[F_{i}+U_{i}(n)\right]^{-1} U_{i}(n)$

If one writes these equations in relation to step one ( $n$ is the number of times that the updating has been applied for class i) one obtains:
$w_{i}(n+1)=\left(E_{i}\left[U_{i}(1)+E_{i} / n\right)^{-1} m_{i}(1)+\right.$ $\left.+U_{i}(1)\left[U_{i}(1)+F_{i} / n\right]^{-1} \cdot \sum_{i} x(i)\right) / n$
$U_{i}(n+1)=U_{i}(1)\left[U_{i}(1)+F_{i} / n\right]^{-1} \cdot F_{i} / n$
When $n$ is large, from these two last equations it results that:

1. $m_{i}(n)$ tends to $(1 / n) \cdot \Sigma_{k} x(k)$ which is the vector of mean values of ${ }^{*}$ the speaker under examination;
2. $U_{i}(n)$ tends to zero;

When $n$ is $\frac{1}{\text { large one has then: }}$
3. $C_{i}(n)$ tends to $F_{i}$;

Now, what ${ }^{1}$ do the natrices $F_{i}, U_{i}(n)$ and $C_{i}(n)$ represent?
Let us consider two cases separately:

1) recognition of vowel segments which are independent of the context and prosody, called LCP segments (like vowels in a constant and appropriate consonant conterit in isolated words).
2) recognition of vowel segnents dependent upon the context and prosody, called DCP segments (like vowels extracted from natural sentences). In the first case, the initial gaussian distributions $g_{i}(i=1,7)$ are characterized by the following parameters:
1. $n_{i}(0)$ : vector of the mean values of $F 1$ and ${ }^{1} 2$ computed on $1 C P$ segments and pronounced by several speakers;
2. $F_{i}$ : covariance matrix which characterizes the mean broadness of the gaussian of a single speaker when ICP segments are considered;
3. $\mathrm{U}_{\mathrm{i}}(0)$ : covariance matrix of F1 and F2 which takes into account the variations due to the presence of several speakers vowel segnents;
When $r$ is large by keeping in mind the previous considerations one has :
4. $n_{1}(n)$ tends to the mean values of $F i$ and F 2 of the speaker under examination.
5. $U_{i}(r)$ tends to zero. The variances of F1 and $F 2$ due to the presence of many speakers during, the training phase tend to zero.
6. $C_{i}(n)=F_{i}+U_{i}(n)$ tends to $F_{i}$. The covariance matrix tends to the one which characterizes the pdf of a general single speaker ( $\mathrm{F}_{\mathrm{i}}$ represents a "mean" behaviour).
In the second case, the initial gaussian distributions have to contain the information corresponding to the vaxiances of $F 1$ and $F 2$ due to the presence of vowel characteristics variations with the context and prosody. The vector of mean values $m_{i}(0)$ and the covariance matrix $U_{i}(0)$ will be the same as before but $F_{i}$ has to take into account also the variations due to the context and prosody and then is computed on the basis of DCP segments.

## EXPERIMENTATION

## Training phase

In order to be able to classify ICP and DCP segments a study has been done to obtain the statistics necessary to the classification algorithm. The two cases are described separately.

## 1 ICP segments :

The analysis has been done for 10 speakers


Fig.1. Vowel zones- ICP segments- 1 speaker-
(5 females and 5 males). Vowels segments belonging to isolated words have been considered. Each vowel is pronounced in the same consonant context: $/ \mathrm{p} / \mathrm{a} / \mathrm{z} /, / \mathrm{p} / \mathrm{e} / \mathrm{z} / \mathrm{l} / \mathrm{p} / \mathrm{i} / \mathrm{z} /$, etc..

At a first step, for each speaker, the parameters of each pdf have been found and represented in the Fl-F2 plane. Fig.l shows the vowel zones in this case for a male speaker (in dotted line) and the ones for a fenale speaker (in solid line). The ellipses are narrow as these vowel zones correspond to a single speaker ICP vowel segments.

At a second step, the parameters of the statistics for the population of speakers considered have been estimated. Since at the classification step we want to dispose of initial statistics in which the characteristics of the speaker under examination are not included, the parameters have been estimated on the analysis of segments pronounced by 8 speakers ( 4 males and 4 females). This operation is repeated 5 times each time with different speakers. By this way, the initial statistics considered never include the characteristics of the speaker under examination (the "test" speaker never belongs to the training set of speakers).


Fig.2. Vowel zones-DCP segments-several speakers

Fig. 2 shows an example in this case of the vowel zones (solid line). The ellipses are broad as they take into account the characteristics of several speakers, but not as broad as the ones obtained considering also the variability due to the context and prosody (which will be shown in the next paragraph).
By observing the vowel zones in solirl line of Fig. 2, one can see that at this step confusions way rise between $/ 0 /$ and $/ o /$, $/ e /$ and $/ e /$, and that the ellipses become critically near for vowels /i/ and /e/, as well as /u/ and /o/.

## 2. DCP Segments:

When DCP segments have to be classified, initial statistics are needed which take into consideration all components of variability (speakers, prosody and context).

In order to obtain these data, a study has been done on the "mean" behaviour of parameters F1 and F2 with changes of context and prosody.

For a single speaker, vowel segments belonging, to continuous sentences have been analyzed and the results have been compared to those obtained with ICP segments of the same
speaker. Supposing that the variability due to the context and prosody only influences the variances of the distributions (the ellipses are broader but the mean values do not move), it is immediately possible to deduce, by this comparison, the covariance matrices which take into account the variability due only to the context and prosody.

The general statistics, considering all the types of variability are finally obtained from these last data and the statistics of ICP segments. Fig. 2 shows an example of the vowel zones in this case (in dotted line). It is not surprising that these ellipses are broader than the ones in solid line as also the context and prosody are considered now.

## Test phase

In [1], results have been given on the capability of the updating procedure to enable vowel zones evolution.


Tab.1. Classification results- ICP segments


Tab.2. Classification results- DCP segments

In this paper results are presented on the accuracy of the recognition algorithm inl classifying vowel segments in a constant and appropriate context and contained in natural sentences.

Table 1 shows the classification rates for vowel segments belonging to the ICP class.

Table 2 illustrates the results obtained in the case of $D C P$ segments extracted from the stable zone of the vowel, and for DCP segments containing also transitions and more ambiguous segments.

It is important to note that the classification becomes more precise (the classification rate improves) when the number of segments analyzed increases, because of the adaptation of the vowel zones to those of the speaker under examination (evolution of the vowel zones towards a non-overlapping situation).

In the case of ICP segments, the number of segments of which we dispose is not high: therefore, the adaptation may not be complete, but it should be noted that the initial statistics are not critical (see Fig. 2 in solid line).

In both cases (ICP and DCP segments) the classification rates are satisfactory.

## CONCLUSIONS

A method has been presented which allows the classification of vowel segments in a constant consonant context as well as contained in natural speech, without any a priori knowledge about the speaker and any type of normalization.

Experimental results have shown that in both cases the method presented is highly efficient.

The authors understand that the problems that arise for italian vowels are fewer than for other languages since the number of vowels is low and the possibilty of overlapping between the vowel zones is less frequent. Consequently, the conclusions on the effectivness of the algorithm obtained by our experiments cannot be immediately extended to other languages for which this method could prove to be less appropriate than the normalization technique .

The application of this method to other languages could be a field for further interesting investigations.
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[^0]:    In this section, the algorithm adopted is described in detail by considering:

    1. the analysis of the $n^{t h}$ frame
    2. the classification procedure
    3. the adaptive procedure.
